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1 Executive summary

This deliverable shows the current status of Work Package 6 (WP6): Human and Society-centered
AI, presenting the results attained and the work published between months 17 (January 2022) and
36 (August 2023) of the AI4Media project. WP6 has an integral role in the AI4Media project,
creating methods and algorithms that can then be exploited by the use cases developed in WP8.
This deliverable presents progress in Tasks 6.2-6.7, covering a number of different topics, ranging
from deepfake detection to social media analysis to user perception of media and more.

Sections 3 and 4 cover Task 6.2: Manipulation and synthetic content detection in multimedia
from two perspectives. The first presents our work in synthetic content creation, including work
in gaze correction, 3D-aware generative models, playable environments, and text-driven image
manipulation (Section 3). The second perspective deals with synthetic and manipulated content
detection, presenting techniques for different modalities, i.e. for video- and image-based detection,
audio-based detection, and text-based detection (Section 4).

Section 5 presents the work covered in Task 6.3: Hybrid, privacy-enhanced recommendation,
describing a knowledge graph-based method for news recommendation that aims to provide per-
sonalized news recommendations and tries to explain why an item is recommended to a particular
user.

Section 6 describes the work done in Task 6.4: AI for Healthier Political Debate, focusing on
the development of AI models to analyse political debate. The presented techniques explore a va-
riety of topics, including sentiment analysis for public opinion polling and detection of politically
charged tweets, classification and detection of special patterns like fallacious arguments, propa-
ganda messages, and political debate concepts, as well as the study of subjective and objective
understanding of political news and a preliminary study on the ephemerality of discourse during
the COVID pandemic.

Section 7 corresponds to Task 6.5: Perceptions of hyper-local news, targeting the analysis of local
news and the understanding of their perception both by people and machines. This section presents
work related to the analysis of health news, European news, anti-vax news, as well as an analysis
of French-speaking local news and referencing in YouTube videos for knowledge communication.

Progress in Task 6.6: Measuring and predicting user perception of social media is presented
in Section 8. The works presented here include methods and analyses for several perception-
related concepts like video memorability, media content affective effects, as well as the perception
of disinformation echo-chambers.

Section 9 presents the work done in Task 6.7: Real-life effects of private content sharing,
presenting AI models and techniques for predicting the effect of sharing private data like photos
in social media, considering a diverse set of real-life scenarios like applying for a job or a loan.

Finally, Section 10 presents additional work done in WP6, consisting of several activities related
to the organization of special issues in journals, workshops, and benchmarking initiatives.

The impact of our work in WP6 is reflected by the fact that a large number of the works
presented in D6.3 have resulted in publications in prestigious international journals and conferences
in the field. More specifically, work in WP6 during this period has resulted in more than 20
publications, which have been uploaded to open repositories. Beyond this, and to increase the
impact in the field, several of the works provide open software or datasets. We make explicit
references to the corresponding publications and/or software/datasets provided by each partner
and we also establish connections of the presented work with the WP8 Use Cases and media-related
applications in general.
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2 Introduction

The goal of WP6 is to investigate the societal impact of AI technologies with focus on topics
which are important for the classical and social media, such as: synthetic content generation
and detection, content recommendation, analysis of the political debate, perception of local news,
analysis of the perception of social media by users, and effects of private content sharing. Below,
we briefly discuss the main challenges which are addressed in relation to each of these research
topics.

Generative AI technologies make it possible to produce synthetic content at unprecedented
scale. Such content can be used as a complement to or instead of real training data whenever the
later are limited or unavailable, with applications in domains such as medicine, security, and the
media. Advances in generative AI are of utmost importance for media professionals since they can
have a strong impact on future journalism. For instance, they can be used to assist journalists
with text writing and summarisation, or to create suitable illustrations for multimedia content.
However, the same techniques can be deployed by malevolent entities to create deepfakes and fuel
disinformation campaigns. It is consequently important for media professionals, but also for the
general public, to have synthetic content detection tools available in order to counter such
disinformation campaigns in an efficient way. The current contributions of AI4Media regarding
synthetic data creation and data manipulation are presented in Section 3, while the automatic
detection of such data is discussed in Section 4. In total, seventeen contributions were accepted
to peer-reviewed conferences, seven were accepted to peer-reviewed journals, and one is currently
under review.

Recommender systems shape the way users access online content since they are a core
component of online social networks and of news aggregators. Their functioning is most often
opaque and it is important to introduce explanation mechanisms which give users feedback about
why content is recommended to them. The current contributions of AI4Media regarding privacy-
enhanced recommenders are discussed in Section 5. They have resulted in a conference paper for
explainable personalized news recommendations.

A healthy political debate is a needed for the good functioning of democratic societies. The
advent of powerful AI technologies comes with both opportunities and challenges related to political
debates. On the one hand, they lead to unprecedented challenges associated with the spread of
misinformation, the occurrence of echo chambers, the creation of biased and unfair representations
of political events, and the polarization of political discussions. These phenomena have deleterious
effects in society, and media professionals need analysis tools to understand and counter them.
On the other hand, AI technologies can be used for a fine grained understanding of the large
amounts of content produced during political debates. For instance, sentiment analysis can be
deployed to characterize the subjective part of political debates, fallacious argument classification
can expose problematic parts of the political discourse, and temporal statistical analysis can be
used to analyse the dynamics of the debate around impactful topics, such as COVID-19. The
contributions of AI4Media regarding the use of AI to promote a healthier political debate are
discussed in Section 6. In total, three works were accepted to peer-reviewed conferences, one was
accepted to a peer-reviewed journal, and four are currently under review.

News play an important role in shaping our understanding of the world. While there are many
research efforts which focus on automatic news analysis, local news are currently understudied. This
is problematic insofar as local news provide up-to-date critical information about communities’ life.
Their analysis in Europe is challenging because local news are produced by hundreds of sources
in many languages. Equally important, the language used in news varies with the domain and
the type of media which publishes them. The advent of large language models, which cover
different languages and can be easily fine-tuned for specific tasks, offers the opportunity to analyse
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local news along different dimensions which are important for professional and general public
stakeholders. The current contributions of AI4Media regarding the perception of hyper-local
news are presented in Section 6. In total, five contributions were accepted to peer-reviewed
conferences while several datasets were created.

The measurement and prediction of the perception of social media content by users
is a very challenging area of research. Challenges arise from the limited amount of annotated data,
the subjective nature of individual perceptions, the evolving perception of the same content over
time, and the increasing difficulty of accessing social media data for research purposes. To address
the this research area properly, inputs from different disciplines including computer vision, linguis-
tics, psychology, and sociology are required. They were integrated in the proposed works which
address content memorability, human affect analysis and echo chambers on social media. Media
professionals can use the proposed components to increase the impact of the content they produce,
and to counter coordinated disinformation campaigns. The current contributions of AI4Media
regarding the measuring and the prediction of user perception of social media are presented in Sec-
tion 8. Three contributions were accepted to peer-reviewed conferences and three chapters were
accepted in peer-reviewed books.

Social media incentivise their users to share data in exchange for free access to their services.
The success of this business model is conditioned by the level of detail of user profiles which can be
derived from personal data shared online. The advent of powerful AI technologies which automate
the analysis of users’ behaviour and of their multimedia content led to the ability to create very
detailed profiles. However, this progress in profiling has not been accompanied by sufficient efforts
to make the process more explainable. Users are entitled to understand how their data could
be used by OSNs and associated third parties in contexts which are unforeseen at sharing time.
Since direct access to OSN data is very difficult, a modelling of impactful situations is proposed
to provide feedback about the potential effects of data sharing. The current contributions of
AI4Media in this area are discussed in Section 9. They led to one publication in a peer-reviewed
conference.

A part of the contributions proposed during the second period build on and extend the works
discussed in D6.1, but also encompass new areas of interest covered by WP6. For instance, partners
continued their work on the detection of manipulated content for video and audio modalities,
but also proposed a new method for detecting synthetic short texts. The analysis of political
debate was enriched with new dimensions, for instance related to fallacious argument classification,
propagandist message detection, or predicting political debates in complex settings.

A part of WP6 contributions are standalone, while others are driven by upstream work done in
other WPs of the project. For instance, robustness tools proposed in WP4 and language analysis
components from WP5 were used in tasks T6.2 and T6.4, respectively. Downstream, the compo-
nents are offered for integration in project use cases. For instance, tools for manipulated content
detection (T6.2) are already integrated in UC1, while components which analyse the political
debate (T6.4) are currently integrated in UC2 and UC4.

To summarize, the works presented in this deliverable highlight the role of AI technologies
in society, but also question their societal implications. They propose an innovative take at hot
topics, such as deepfakes, the analysis of political debates, or the perception of social media. These
contributions led to a significant number of publications in leading journals and conferences in the
respective areas of research.
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3 Manipulation and synthetic content detection in multi-
media (T6.2) - Data creation and manipulation

Contributing partners: CERTH, CEA, FhG-IDMT, CNR, QMUL, UPB, UNIFI, UNITN

The topic of manipulated or synthetically generated multimodal content is of paramount im-
portance in today’s news and social media environments. Synthetic data creation with the help of
generative neural networks are applied to data augmentation for training DNNs, in domains where
enough data may not be available, like medicine, security, and anomaly detection AI models, as
well as contributing to the creation of artificial personal assistants, drug creation, and language
translation models. However, some of the concerns regarding the use are related to their use in the
creation and spreading of deepfakes, fake news and misinformation, bias and discrimination, and
intellectual property issues [1], [2]. This Section describes the work done in AI4Media in content
creation and manipulation, as part of Task 6.2 - Manipulation and synthetic content detection in
multimedia. This Section analyzes the first part of this Task, focusing specifically on new content
generation methods, while the following Section 4 will present new techniques for manipulated or
synthetic content detection.

Section 3.1 presents work done in high-resolution portrait gaze correction and animation, aiming
to manipulate the gaze direction of a face image with respect to a specific target direction. Section
3.2 proposes a two-step 3D-aware human generation process that produces high-quality realistic
images of human bodies and faces. A set of text-driven image manipulation methods are presented
in Section 3.3 that allow producing facial images with specific facial characteristics. Finally, a
method for spatio-temporal video manipulation is presented in Section 3.4, which enables 3D- and
action-aware video editing, camera trajectory manipulation, changing the action sequence, the
agents and their styles, or continuing the video in time beyond the observed footage.

3.1 Unsupervised High-Resolution Portrait Gaze Correction and Ani-
mation

Contributing partner: UNITN
Gaze correction is manipulating the gaze direction of a face image with respect to a specific

target direction. The main application of this task is altering the eye appearance so that the per-
son’s gaze is directed into the camera. For example, shooting a good portrait is challenging as the
subjects may be too nervous to stare at the camera. Another scenario is videoconferencing, where
eye contact is very important. The gaze can express attributes such as attentiveness and confi-
dence. Unfortunately, eye contact is frequently lost during a video conference, as the participants
look at the monitors and not directly into the camera. Moreover, some works use gaze redirection
to improve few-shot gaze estimation task [3], [4].

In this research, we extend GazeGAN [5] to work also with higher resolution portrait images.
Specifically, we first create a new dataset, CelebHQGaze, containing 512 × 512 high-resolution
portrait images. Second, we propose a novel Gaze Correction Module (GCM) and a Gaze Anima-
tion Module (GAM) integrated with a coarse-to-fine module (CFM) (see Fig. 1). In more detail,
CFM first allows the inpainting model to be trained using low-resolution images for coarse-grained
image generation. Then it uses a global nonparametric model, Laplacian Reconstruction, and a
local parametric model, Local-Refinement Autoencoder, to compensate for the high-frequency in-
formation loss and to remove possible artifacts for the eye region. Utilizing this new architecture,
we can avoid training each module using high-resolution images. CFM speeds up both the training
and the inference process while obtaining high-quality results, comparable with directly training
with high-resolution images.
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Figure 1. Overview of the proposed architecture. We have two main modules: Gaze Correction Module for
performing gaze correction (GCM) and Gaze Animation Module for performing gaze animation (GAM).
Moreover, we propose to use the gaze-corrected samples from GCM to train GAM (Synthesis-as-Training). The
trained GAM can achieve gaze animation by interpolating the latent feature. The white boxes are the eye mask to
remove the eye region. The gray boxes represent the cropping of the eye region.

Similar to GazeGAN [5], an autoencoder is pretrained using self-supervised mirror learn-
ing (PAM), where the bottleneck features are used as an extra input to the dual inpainting model to
preserve the identity of the corrected results. Moreover, global and local discriminators are used to
improve the visual quality of the generated samples. Finally, our qualitative and quantitative eval-
uations show that our method generates higher-quality results with respect to the state-of-the-arts
in both the gaze correction and the gaze animation tasks.

3.1.1 Experiments

This section introduces the details of our datasets, our network training, and baseline models.
Then, we compare the proposed method with the state-of-the-art methods of gaze correction in the
wild using both qualitative and quantitative evaluations. Next, we demonstrate the effectiveness of
the proposed method on gaze animation with various outputs by interpolating and extrapolating
in the latent space. For brevity, we refer to the method presented in [5] as GazeGAN and
the extended version introduced in this work as GazeGANV2. Note that we do not use any
post-processing step for GazeGAN and GazeGANV2.

3.1.1.1 Datasets Most of the existing benchmarks [9]–[12] do not contain enough image vari-
ability (e.g., a wide gaze-direction range, various head poses, and different illumination conditions)
for our gaze correction task in the wild. Recently, [13] presented a large-scale gaze tracking dataset,
called Gaze360, for robust 3D gaze estimation in unconstrained images. Although this dataset has
been labeled with a 3D gaze direction with a wide range of angles and head poses, it still lacks
high-resolution images for face and eye regions. Moreover, this dataset does not provide annota-
tions of the eye gaze staring at the camera, which is required in our domain set X. More recently,
[14] proposed a large scale (over 1 million samples) of high-resolution images for gaze estimation.
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Figure 2. Qualitative comparison for the gaze correction task on the CelebGaze dataset. The first row shows the
input images, and the following rows show the gaze correction results of StarGAN [6], CycleGAN [7], PRGAN [8],
GazeGAN and GazeGANV2. Magnified left eyes are shown in the last column. Zoom in for the best of view.

However, these images are collected in laboratory conditions and are not suitable for our gaze
correction task in the wild. To remedy this problem, we propose collecting new datasets consisting
of lots of high-resolution portraits without labelling head poses and gaze information. In detail,
five volunteers are asked to divide the row data (face) into two domains according to whether the
face eyes are staring at the camera. The gaze and head estimation model can automate ‘Staring at
the camera’ annotation. However, the existing state-of-the-art methods [13], [15] cannot achieve
accurate gaze estimation for CelebHQGaze, as an overlarge domain shift exists between training
data and test data.

CelebGaze. CelebGaze consists of 25,283 celebrity images, most of which have been collected
from CelebA [16] and a minority from the Internet. There are 21,832 face images with the eyes
staring at the camera and 3,451 face images with the eyes looking somewhere else. We crop all the
images to 256 × 256 and compute the eye mask region using Dlib [17]. Specifically, we use Dlib to
extract 68 facial landmarks, and we compute the mean of 6 points near the eye region, which is
the center point of the mask. The size of the mask is fixed to 30 × 50. We randomly select 300
samples from domain Y and 100 samples from domain X as their corresponding test sets, and we
use the remaining images for the training set. Note that this dataset is unpaired and not labeled
with the specific eye angle or the head pose information.

CelebHQGaze. CelebHQGaze consists of 29,255 high-resolution celebrity images that are
collected from CelebA-HQ [18]. It consists of 21,005 face images with the eyes staring at the
camera and 8,250 face images with eyes looking somewhere else. Similarly to CelebGaze, we
extract facial landmarks and generate the mask. All images are cropped to 512 × 512, and the
mask size is fixed to 46 × 80. Similar to the CelebGaze dataset, also for the CelebHQGaze, we
randomly select 300 samples from domain Y and 100 samples from domain X for the test set, and
we use all the remaining images for the training set.

3.1.1.2 Baseline Models
Gaze Correction. PRGAN [8] achieved state-of-the-art gaze redirection results on the Columbia
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Figure 3. Gaze animation results using the interpolation of the latent features r on the CelebGaze dataset. The
top two rows show the images generated by GazeGAN and GazeGANV2, respectively, jointly with the eye regions.
The other rows show the gaze animation results of GazeGANV2. The first and the last columns show the input
images and the gaze-corrected results, respectively. The middle columns show the interpolated images.

Method
CelebGaze CelebHQGaze

MSSSIM ↑ LPIPS ↓ FID ↓ US ↑ Params ↓ FPS ↓ MSSSIM ↑ LPIPS ↓ FID ↓ US ↑ Params ↓ FPS ↓

Other - - - 24.20% - - - - - 23.20% - -

StarGAN [6] 0.96 0.073 82.49 3.400% - - 0.94 0.084 185.47 4.400% - -

CycleGAN [7] 0.99 0.026 70.12 15.00% - - 0.98 0.028 53.690 8.670% - -

PRGAN [8] 1.00 0.000 84.61 8.330% - - 1.00 0.000 106.79 22.40% - -

GazeGAN 1.00 0.000 62.12 22.40% 73.26M 30.29 1.00 0.000 60.520 25.50% 183.2M 23.20

GazeGANV2 1.00 0.000 56.37 32.40% 47.20M 38.40 1.00 0.000 63.590 27.30% 84.18M 27.70

GT 1.00 0.000 - 100% - - 1.00 0.000 - 100% - -

Table 2. Quantitative results on both the CelebGaze and the CelebHQGaze dataset. The higher is better for
MSSSIM and the user study; the lower is better for LPIPS and FID. The columns Params and FPS report the
corresponding network parameters and frame per second at test time, respectively. US: user studies.

gaze dataset [10] based on a single encoder-decoder network with adversarial learning, similarly
to the StarGAN architecture [6]. The original PRGAN is trained on paired samples with labeled
angles. To train PRGAN on the proposed CelebGaze and CelebHQGaze datasets, we remove the
VGG perceptual loss of PRGAN, and learn the gaze redirection task between domain X and Y .
We train PRGAN only with the local eye region, the same way as the original paper.

Facial Attribute Manipulation. Gaze correction and animation can be regarded as a sub-
task of facial attribute manipulation. Recently, StarGAN [6] achieved very high-quality results in
facial attribute manipulation. We train StarGAN on the CelebGaze dataset to learn the translation
mapping between domain X and domain Y .

Moreover, gaze correction can be considered as an image translation task. Thus, we adopt
CycleGAN as another baseline for our experiments. Note that we do not compare GazeGAN
with AttGAN [19], STGAN [20], RelGAN [21], CAFE-GAN [22], SSCGAN [23] as they have a
performance very close to StarGAN in the facial attribute manipulation task. We use the public
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code of StarGAN 1, CycleGAN 2 and PRGAN 3.

3.1.1.3 Gaze Correction
This section qualitatively and quantitatively compares the proposed method with state-of-the-

arts on both CelebGaze and CelebHQGaze datasets for the gaze correction task.
Qualitative Results. As shown in the last row of Fig. 2, GazeGANV2 can correct the eyes

to look at the camera while preserving the identity information such as the eye shape and the iris
color, validating the effectiveness of the proposed method. The 2nd row of the figure shows the
results of StarGAN [6]. We note that StarGAN could not produce precise gazes staring at the
camera, and it suffers from a low-quality generation with lots of artifacts (Zoom in for the best
of view). The results of CycleGAN are shown in the 3rd row. Although the results of CycleGAN
are very realistic and with few artifacts in the eye region, this method does not produce a precise
correction of the gaze direction (e.g., see the magnified eye regions of Fig. 2). We explain that both
StarGAN and CycleGAN use the cycle-consistency loss, which requires that the mapping between
X and Y be continuous and invertible. According to the invariance of the Domain Theorem4,
the intrinsic dimensions of the two domains should be the same. However, the intrinsic dimension
of Y is much larger than X, as Y has more variations for the gaze angle than X. Moreover, we
compare GazeGANV2 with PRGAN [8]. PRGAN is trained using only local eye regions (same
as in the original paper), which may help focus on the translation of the eye region. The results
of PRGAN are shown in the 4th row of Fig. 2. Compared with GazeGANV2, PRGAN does not
produce precise and realistic correction results. Additionally, PRGAN suffers from the boundary
mismatch problem between the local eye region and the global face.

Finally, as shown in the last row of Fig. 2, comparing GazeGANV2 with GazeGAN, we observe
that both models can produce realistic and faithful results.

Quantitative Evaluation Protocol. The qualitative evaluation has validated the effective-
ness and the superiority of our proposed GazeGANV2 in the gaze correction task. To further sup-
port the previous evaluation with quantitative results, we use the MSSSIM [24] and the LPIPS [25]
metrics to measure the preservation ability of the irrelevant regions, i.e.,, the whole image except the
eye region (M(yh)). Specifically, we compute the mean MSSSIM and LPIPS scores between M(yh)
and M(ŷh) across all the test data of Y h. Moreover, the Fréchet Inception Distance (FID) [26]
has been shown to correlate well with the human judgment and has become a popular metric for
GAN-based methods. We use it to evaluate the quality of the generated eye region for the gaze
correction and the gaze animation tasks.

In addition to the aforementioned automatic metrics, we conduct a user study to compare the
results of the gaze correction task of different models. In detail, given an input face image of the
CelebGaze or CelebHQGaze test dataset (extracted from Y ), we show the gaze-corrected results
produced by different models to 30 respondents, who were asked to select the best image based
on the perceptual realism and the precision of the gaze correction. They also can select “Other”,
which means that the results of all the models are not satisfactory enough. This study is based on
50 questions (i.e., 50 randomly sampled images) for each respondent.

Quantitative Results. The first two columns of the left part (CelebGaze) and the right
part (CelebHQGaze) of Table 2 show the MSSSIM and LPIPS scores evaluating the preservation
ability of the corrected images using different methods. GazeGANV2 and PRGAN obtain the best
results, with 1.0 for MSSSIM and 0.0 for LPIPS. The original irrelevant regions are integrated
with the generated eye region in both models using binary masks. StarGAN and CycleGAN get

1https://github.com/yunjey/StarGAN
2https://github.com/junyanz/pytorch-CycleGAN-and-pix2pix
3https://github.com/HzDmS/gaze_redirection
4https://en.wikipedia.org/wiki/Invariance_of_domain
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the worse irrelevant region preservation scores. The FID scores of the eye regions are reported in
the 3rd column. In the CelebGaze dataset, GazeGANV2 and GazeGAN outperform all the other
methods, reaching comparable scores on the CelebHQGaze dataset. Though CycleGAN has the
best FID scores, it fails to generate precise gaze correction results. The penultimate column of
both parts in Table 2 shows the evaluation results of the user study. For the CelebGaze dataset,
the average vote for GazeGANV2 is higher than for all the other methods. The same conclusions
can be drawn with the CelebHQGaze dataset. Importantly, GazeGANV2 achieves a performance
very close to GazeGAN. However, it has fewer parameters and higher FPS, as shown in the last
two columns of Table 2. Overall, the qualitative and quantitative evaluations demonstrate the
effectiveness and superiority of our approach.

3.1.1.4 Gaze Animation The bottom row of Fig. 3 shows gaze animation results using input
images with various gaze directions. The latent-space interpolation results are smooth and plausible
in each row. Each column has a different gaze direction angle, but the identity information is overall
preserved (e.g., the eye shape, the iris color, etc.).

The top row of Fig. 3 shows the gaze animation comparison between GazeGAN and Gaze-
GANV2. GazeGANV2 can produce more realistic images with fewer artifacts than GazeGAN on
the CelebGaze dataset, while they have comparable performance on the CelebHQGaze dataset.

3.1.2 Conclusions

In this research we introduce an unsupervised inpainting architecture for high-resolution gaze
correction and animation and propose a novel CFM module that can alleviate both the memory
and the computational costs in the training and inference stages while achieving high-quality results
comparable with training with high-resolution facial images and a GAM module and a Synthesis-
As-Training method to generate gaze-correction results with variable angles. We also make publicly
available the CelebHQGaze dataset for the research community interested in gaze correction and
animation.

3.1.3 Relevant publications

• J. Zhang, J. Chen, H. Tang, E. Sangineto, P. Wu, Y. Yan, N. Sebe, and Wei Wang, Unsu-
pervised High-Resolution Portrait Gaze Correction and Animation, IEEE Transactions on
Image Processing, 31(7):5272-5286, July 2022. [27].
Zenodo record: https://zenodo.org/record/7100432.

3.1.4 Relevant software, datasets and other resources

• The Pytorch of GazeGANV2 implementation and the CelebHQGaze dataset can be found at
https://github.com/zhangqianhui/GazeAnimationV2.

3.1.5 Relevance to AI4media use cases and media industry applications

Our gaze correction tool is generic and can be applied to media industry applications that are using
face images (e.g., anchor person in news). Concretely, our approach could be useful to (a) UC3
“AI in Vision - High Quality Video Production and Content Automation” and requirement 3A3-11
“Visual indexing and search”, and (b) UC7 “AI for (Re-)organisation and Content Moderation”
and requirement 7A3 “(Re)organisation of visual content”, by supporting the efficient training and
organization of image and video collections.
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Figure 4. An overview of the proposed 3D-SGAN architecture, composed of two main generators. G3D (on the
left) follows a GNeRF structure, with a NeRF kernel used to represent implicit 3D information, latent codes
governing different appearance variations and a discriminator (Ds) which is used for adversarial training. The
output of G3D is the semantic masks Ĩs (middle). The second generator (Gt, right) translates the semantic masks
into a photo-realistic image Ĩ. Also Gt is trained adversarially (see top right, the second discriminator Dt). The
human generation process can be controlled by interpolating different latent codes: the semantics code zzzs, the pose
code zzzp, the camera code zzzc, and the texture code zzzt. The bottom of the figure shows the GAN inversion scheme.

3.2 3D-Aware Semantic-Guided Generative Model for Human Synthesis

Contributing partner: UNITN
Recent deep generative models can generate and manipulate high-quality images. Specifically,

Generative Adversarial Networks (GANs) [28], have been applied to different tasks, such as image-
to-image translation [29]–[31], portrait editing [32]–[35], and semantic image synthesis [36], to
mention a few. However, most state-of-the-art GAN models [37]–[43] are trained using 2D images,
operate in the 2D domain and ignore the 3D nature of the world. Thus, they often struggle to
disentangle the underlying 3D factors.

Recently, different 3D-aware generative models [44]–[46] have been proposed to solve this prob-
lem. Since most of these methods do not need 3D annotations, they can create 3D content while
reducing the hardware costs of common computer graphics alternatives. Differently from generat-
ing 3D untextured shapes [46], [47], some of these methods [44], [45], [48]–[50] focus on 3D-aware
realistic image generation and controllability. Generally speaking, these models mimic the tradi-
tional computer graphics rendering pipeline: they first model the 3D structure, then they use a
(differentiable) projection module to project the 3D structure into 2D images. The latter may be
a depth map [49], a sketch [48] or a feature map [44] which is finally mapped into the real image
by a rendering module. During training, some methods require 3D data [48], [49], and some [44],
[45], [50] can learn a 3D representation directly from raw images.

An important class of implicit 3D representations is composed of Neural Radiance Fields
(NeRFs), which can generate high-quality novel views of complex scenes [51]–[57]. Generative
NeRFs (GNeRFs) combine NeRFs with GANs in order to condition the generation process with a
latent code governing the object’s appearance or shape [57]–[59]. However, these methods [57]–[59]
focus on relatively simple and “rigid” objects, such as cars and faces, and they usually struggle to
generate non-rigid objects such as the human body. This is likely due to the fact that the human
body appearance is highly variable because of both its articulated poses and the variability of the
clothes texture, these two factors being entangled with each other. Thus, adversarially learning
the data distribution modeling all those factors, is a hard task, especially when the training set is
relatively small.

To mitigate this problem, we propose to split the human generation process in two separate steps
and use intermediate segmentation masks as the bridge of these two stages. Specifically, our 3D-
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Figure 5. Qualitative comparison. ‘Random’ means that the results are generated by random sampling the latent
codes from the corresponding learned marginal distributions. The other 3 columns show controllable person
generation with respect to the rotation, the human pose, and the texture attributes. Note that pi-GAN lacks of the
results for ‘Object Pose’ because it does not include a latent pose code.

Method Random Rotation Object Pose Texture

GRAF [58] 52.68 176.9 57.76 220.9

pi-GAN [57] 137.6 213.7 - 135.23

GIRAFFE [59] 42.73 123.4 82.61 98.41

3D-SGAN (ours) 8.240 117.3 54.00 60.63

Table 3. Quantitative comparison using FID scores (↓).

aware Semantic-Guided Generative model (3D-SGAN) is composed of two generators: a GNeRF
model and a texture generator (see Fig. 4). The GNeRF model learns the 3D structure of the
human body and produces a semantic segmentation of the main body components, which is largely
invariant to the surface texture. The texture generator translates the previous segmentation output
into a photo-realistic image. To control the texture style, a Variational AutoEncoder (VAE [60])
is used to modulate the final decoding process. We empirically show that splitting the human
generation process into these two stages brings the following three advantages. First, the GNeRF
model is able to learn the intrinsic 3D geometry of the human body, even when trained with a small
dataset (e.g., DeepFashion [61]). Second, the texture generator can successfully translate semantic
information into a textured object. Third, both generators can be controlled by explicitly varying
their respective conditioning latent codes. Moreover, we propose two consistency losses to further
disentangle the latent codes representing the garment type (which we call “semantic” code) and
the human pose. Experiments conducted on the DeepFashion dataset [61] show that 3D-SGAN
can generate high-quality person images significantly outperforming state-of-the-art approaches.

3.2.1 Experiments

Datasets. We evaluate 3D-SGAN on the DeepFashion In-shop Clothes Retrieval benchmark [61],
which consists of 52,712 high-resolution person images (1, 101×750 resolution) with various appear-
ances and poses. This dataset has been widely used in pose transfer tasks. We use the following
preprocessing. First, we remove overly cropped images, such as incomplete images of humans.
Then, the remaining 42,978 images are resized into a 256×256 resolution, and are divided into
41,001 training and 1,976 test images.
Baselines. We compare 3D-SGAN with three state-of-the-art 3D-aware generative approaches,
i.e., GRAF [58], pi-GAN [57] and GIRAFFE [59]. For each baseline, we use the corresponding
publicly available code with minor adaptations for the DeepFashion dataset. For a fair comparison,
we train all the methods on the DeepFashion dataset.
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Figure 6. Controllable person generation by interpolating latent codes (Rows 1-4). The 5-th row shows texture
generation results obtained randomly sampling zzzt.

3.2.1.1 Comparisons with state-of-the-art methods
Unconditioned human generation. Fig. 5 (“Random” column) shows a qualitative compar-

ison between image samples generated by all the models. Both GRAF [58] and pi-GAN [57] fail
to generate realistic human images. On the other hand, GIRAFFE [59] generates very reasonable
human images, but it still suffers from visual artifacts and texture blurs. Compared with these
baselines, 3D-SGAN synthesizes much better and more photo-realistic results.

In the first column of Table 3, we provide a quantitative evaluation using FID [62] scores, which
are computed using 5,000 randomly sampled images, following standard practice. We observe
that 3D-SGAN significantly outperforms all the other baselines, quantitatively confirming the
qualitative analysis in Fig. 5.
Controllable human generation. We analyse the representation controllability of all the mod-
els. The representation controllability reflects the ability of a model to disentangle different at-
tributes from each other. We achieve this by manipulating a single latent code while fixing the
others.

Fig. 5 (columns “Rotation”, “Object Pose” and “Texture”) shows a qualitative comparison by
varying only a single latent code. We observe that all the models can rotate the camera viewpoint.
However, GRAF [58] fails to disentangle object pose and texture, showing that for GRAF [58] it is
hard to model complex pose variations. Moreover, pi-GAN [57] also suffers from the same problem,
since it uses one single latent code to model both texture and pose.

On the other hand, both GIRAFFE [59] and 3D-SGAN can effectively disentangle the differ-
ent variation factors. However, GIRAFFE [59] suffers from multi-view inconsistencies and mode
collapse for texture generation. Compared with the baselines, our model has a better view con-
sistency and a more realistic generation. Table 3 quantitatively confirms of the aforementioned
observations.

Fig. 6 shows additional controllable human image generation results obtained with 3D-SGAN.
The generated images are realistic and, most of the time, the attributes are effectively disentangled.
Specifically, Fig. 6 (1-st row) shows camera rotation results. The images generated by interpolating
the camera pose parameter are consistent, and the transition from one image to the next is smooth,
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Figure 7. Real data semantic editing results using GAN inversion. The optimal semantic code z∗s , searching by
GAN inversion, can be manipulated to achieve human semantic editing.

while simultaneously preserving the other attributes such as the texture and the pose. On the other
hand, Fig. 6 (2-nd row) shows images generated by interpolating the pose code. We again observe
that human identity has been well preserved. Additionally, Fig. 6 (3-rd row) shows that the head
poses from left to right have slight changes. i.e., face frontalization. It can be explained that the
limited training data and the special distribution of fashion images give rise to data bias. More
results can be found in [63].

3.2.1.2 Real human image editing
In this section, we use GAN inversion for real data editing tasks. The 2-nd column of Fig. 7

shows that the optimal latent code values (zzz∗c , zzz
∗
s, zzz

∗
p, zzz

∗
t ), lead to an effective reconstruction of the

real input data (1-st column). In other columns, we linearly manipulate the semantic code zzz∗s,
while keeping fixed the other codes. Specifically, the second row of Fig. 7 shows the photo-realistic
final images corresponding to the semantic masks in the first row. These results demonstrate the
effectiveness of the GAN inversion mechanism and the possibility to apply our model to a wide
range of human image editing tasks.

3.2.2 Conclusions

We propose a novel 3D-aware Semantic-Guided Generative model (3D-SGAN) for human synthesis.
Specifically, we use a generative NeRF to implicitly represent the 3D human body and render 3D
representation into 2D semantic masks. Then, the semantic masks are mapped into the final photo-
realistic images using a VAE-conditioned texture generator. Moreover, we propose two consistency
losses further to disentangle the geometry pose and the semantics factors. Our experiments show
that the proposed approach generates human images which are more realistic and more controllable
than state-of-the-art methods.
Limitations. The results from our model are not always perfect, such as low-quality generation
and unqualified disentanglement in some cases. As for the reasons, the limited training data
and the special distribution of fashion data give rise to data bias and make the model struggle
sometimes to disentangle the multiple factors in human person generation. Additionally, the GAN
inversion method that we use compromises the reconstruction and the editing ability. A more
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effective disentanglement and GAN inversion method will be explored in the future.

3.2.3 Relevant publications

• J. Zhang, E. Sangineto, H. Tang, A. Siarohin, Z. Zhong, N. Sebe, and W. Wang, 3D-Aware
Semantic-Guided Generative Model for Human Synthesis, European Conference on Computer
Vision (ECCV), 2022 [63].
Zenodo record: https://zenodo.org/record/7525413.

• H. Tang, S. Bai, P. Torr, and N. Sebe, Bipartite Graph Reasoning GANs for Person Pose
and Facial Image Synthesis, International Journal of Computer Vision, vol. 131(3): 644-658,
March 2023. [64].
Zenodo record: https://zenodo.org/record/7858398.

3.2.4 Relevant software, datasets and other resources

• The Pytorch implementation for 3D-Aware Semantic-Guided Generative Model for Human
Synthesis can be found in
https://github.com/zhangqianhui/3DSGAN.

• The Pytorch implementation of Bipartite Graph Reasoning GANs for Person Pose and Facial
Image Synthesis can be found in
https://github.com/Ha0Tang/BiGraphGAN.

3.2.5 Relevance to AI4media use cases and media industry applications

Our tools for Human Synthesis can be applied in image editing tasks for the generation of new views
of faces and people with controlled features. This could be useful in media industry applications
such as movie and advertisement production. As in the other situations where image editing is
involved, our approach could be useful to (a) UC3 “AI in Vision - High Quality Video Production
and Content Automation” and requirement 3A3-11 “Visual indexing and search”, and (b) UC7
“AI for (Re-)organisation and Content Moderation” and requirement 7A3 “(Re)organisation of
visual content”, by supporting editing the content of image and video collections.

3.3 Predict, Prevent, and Evaluate: Disentangled Text-Driven Image
Manipulation Empowered by Pre-Trained Vision-Language Model

Contributing partner: UNITN
Disentangled image manipulation [33], [65]–[73] aiming at changing the desired attributes of

the image while keeping the other attributes unchanged, has long been studied for its research
significance and application value. Reaching this target is not easy, especially when attributes nat-
urally entangle in the real world. Therefore, concrete attribute annotations are of vital importance,
making disentangled image manipulation a labor-consuming task.

Several works [65], [68]–[70] use an encoder-decoder architecture and need manual annotations
on multiple attributes of images. The models encode the original image and the manipulating
attribute, then decode the manipulated image. Specifically, they use an attribute-specific loss to
encourage the manipulation of a specific attribute while discouraging the others. The loss comes
from pre-trained classifiers for all annotated attributes. Many recent works focus on latent space
image manipulation since large-scale pre-trained GANs, e.g., StyleGANs [74], [75], can generate
high-quality images from well-disentangled latent spaces. Despite the convenience of directly using
the pre-trained GANs to generate images, all these methods need human annotations [33], [66],
[67], [71]–[73]. Moreover, the available manipulating attributes are limited to the annotated set.
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Figure 8. Comparisons on disentangled image manipulation between the StyleCLIP [76] baseline and our Predict,
Prevent, and Evaluate (PPE). Ours manages to manipulate only the command-attribute (as indicated under each
column) while remaining unchanged to the others.

Recently, the rise of the large-scale pre-trained vision-language model CLIP [77] has brought a
new insight. Since CLIP provides effective signals about the semantic similarity of image and text,
various manipulations [76], [78], [79] can be performed with a text command and a CLIP-based loss,
instead of exhaustive human annotations. Nevertheless, achieving disentangled image manipulation
is still tricky. For instance, StyleCLIP [76] introduces three methods: latent optimization and latent
mapper take no consideration of achieving disentangled results; global direction, which is based
on the more disentangled S latent space [80], needs human trials-and-errors to find appropriate
parameters in each case to reach the expected effects. To only manipulate a desired attribute,
TediGAN [81], [82] merely revise the latent vectors of layers corresponding to that attribute. Yet,
they have to figure out in advance the relations between attributes and layers in StyleGAN.

In this work, we explore achieving disentangled image manipulation with as less human labor as
possible. We propose a novel framework, i.e., Predict, Prevent, and Evaluate (PPE), to approach
the target by leveraging the power of CLIP in depth. Firstly, we propose to Predict the possibly
entangled attributes for given text commands. We assume that the entanglements result from the
distributions of attributes in the real world. Therefore, we draw support from CLIP to find the
attributes that appear most frequently in the command-related images, then regard the attributes
of high co-occurrence frequency as the possibly entangled attributes. Secondly, we introduce a novel
entanglement loss to Prevent entanglements during training. The loss punishes the changes of the
possibly entangled attributes before and after the manipulation, so as to enforce the model to find
a less disentangled manipulating direction. Lastly, based on the predicted entangled attributes,
we introduce a new evaluation metric to simultaneously Evaluate the manipulation effect and the
entanglement condition. The manipulation effect is measured based on the change of command-
attribute while the entanglement condition is based on the change of the entangled attributes,
before and after manipulation. All the changes are estimated according to the CLIP distance
between the texts of attributes and the images.

To evaluate, we implement our method based on the simple and versatile latent mapper from
StyleCLIP and conduct experiments on the challenging face editing task, using the large-scale
human face dataset CelebA-HQ [38], [83]. Qualitative and quantitative results indicate that we
achieve superior disentangled performance compared to the StyleCLIP baselines (see Fig. 8). Mean-
while, we show that our results present a better linear consistency.
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Figure 9. Qualitative comparison with StyleCLIP [76] using different text commands (indicated on the top). Ours
achieves more disentangled manipulation results as only the desired attribute is manipulated while others are
maintained well.

3.3.1 Experiments

3.3.1.1 Qualitative Results
Direct Manipulation Outputs. We firstly compare the directly outputted manipulation

results from the trained models, without changing the manipulation strengths. In Fig. 9, we
illustrate the comparing qualitative results on multiple text commands. As can be seen in the
manipulation results of “StyleCLIP”, it not only manipulates the required attributes, but also
manipulates other attributes. Take text command “grey hair” as an example; the manipulated
face gets grey hair, while it gets whiter skin and grey eyes simultaneously. Similarly, for the text
command “with wrinkles”, the manipulated face gets wrinkles, grey hair, and more closed eyes.
Other manipulation results are obtained in similar conditions.

By contrast, “Ours” achieves more ideal manipulation results, where almost only the desired
attribute is manipulated while other attributes of are well preserved. For example, for “wavy hair”,
“Ours” hair becomes wavy while the hair length is close to the original one and the skin color does
not become whiter; for “double chin”, “Ours” gets double chin while the eye color remains light
brown, skin color is kept well, and mouth does not open much. In addition, it is worth mentioning
that the qualitative results are quite consistent with the quantitative results, indicating that the
proposed evaluation metrics are effective for the disentangled image manipulation task.
Strength-Adjusted Manipulation Outputs. We further compare the manipulation results
with gradually increasing manipulation strength. To illustrate, we show two groups of comparing
results in Fig. 10 (more results in the published article). In each group, we present the manipulation
results for male and female, respectively. We observe that our method learns more disentangled
manipulation directions compared to StyleCLIP. For StyleCLIP, when the manipulation strength
increases, the desired attribute becomes more and more obvious, as well as the entangled attributes.
As the male-case in Fig. 10 (top), from left to right, the eyes become increasingly blue while they
also become wider, the face becomes whiter, and the hair color becomes lighter. Contrarily, our
method presents better manipulation consistency. When the manipulation strength increases, the
target attribute gradually turns more prominent while others remain almost unchanged.

3.3.2 Conclusions

We propose Predict, Prevent, and Evaluate (PPE) to achieve disentangled image manipulation
with little manual effort by deeply exploiting the powerful large-scale pre-trained vision-language
model CLIP. CLIP is leveraged to 1) Predict the entangled attributes given textual manipulation

Second generation of Human- and Society-centered AI algorithms 34 of 182



O
ur
s

St
yl
eC

LI
P

O
ur
s

St
yl
eC

LI
P

O
ur
s

St
yl
eC

LI
P

O
ur
s

St
yl
eC

LI
P

Figure 10. Image manipulation results from StyleCLIP [76] and ours, using gradually increasing manipulation
strengths (blue eyes (top), chubby (bottom). Ours present better fore-and-aft consistency along the change of
manipulation strength.

command, 2) Prevent the model from finding entangled manipulating latent directions through a
novel entanglement loss, which punishes the directions that lead to the change of predicted entan-
gled attributes, and 3) establish a new evaluation metric that can simultaneously Evaluate the
change of the command-attribute and entangled attributes in image manipulation. PPE is tested
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on the challenging face editing task and is proven better than the StyleCLIP baseline according to
quantitative and qualitative results.
Limitations. The limitations of the proposed PPE method are as follows: 1) Similar to StyleCLIP,
the command out of the domain of CLIP and StyleGAN may not obtain ideal manipulation results.
Nevertheless, the problem can be partially solved by recent works that study domain adaptation of
image generators, like StyleGAN-NADA [78]. 2) The extent of disentanglement in the manipulation
results depends on the extent of disentanglement in the latent space of StyleGAN. Since we study
latent space image manipulation, the best our method can do is to find the most disentangled
latent path in the latent space of pre-trained generator. If the attributes are originally entangled
for the generator, PPE is unable to achieve completely disentangled manipulation results.

3.3.3 Relevant publications

• Z. Xu, T. Lin, H. Tang, F. Li, D. He, N. Sebe, R. Timofte, L. Van Gool, and E. Ding, “Predict,
Prevent, and Evaluate: Disentangled Text-Driven Image Manipulation Empowered by Pre-
Trained Vision-Language Model,” IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), June 2022 [84].
Zenodo record: https://zenodo.org/record/7100266.

3.3.4 Relevant software, datasets and other resources

• The Pytorch implementation can be found in https://github.com/zipengxuc/PPE.

3.3.5 Relevance to AI4media use cases and media industry applications

Our PPE approach can be applied in image editing tasks for the manipulation of facial attributes.
This could be useful in media industry applications such as movie and advertisement production.
As in the other situations where image editing is involved, our approach could be useful (a) UC3
“AI in Vision - High Quality Video Production and Content Automation” and requirement 3A3-11
“Visual indexing and search”, and (b) UC7 “AI for (Re-)organisation and Content Moderation”
and requirement 7A3 “(Re)organisation of visual content”, by supporting editing the content of
image and video collections.

3.4 Playable Environments: Video Manipulation in Space and Time

Contributing partner: UNITN
What would you change in the last tennis match you saw? The actions of the player? The style

of the field, or, perhaps, the camera trajectory to observe a highlight more dramatically? To do
so interactively, the geometry and the style of the field and the players need to be reconstructed.
Players’ actions need to be understood and the outcomes of future actions anticipated. To en-
able these features one needs to reconstruct the observed environment in 3D and provide simple
and intuitive interaction, offering an experience similar to playing a video game. We call these
representations Playable Environments (PE).

Such a representation enables multiple creative applications, such as 3D- and action-aware
video editing, camera trajectory manipulation, changing the action sequence, the agents and their
styles, or continuing the video in time, beyond the observed footage. Fig. 11 shows a playable
environment for tennis matches. In it, the user specifies actions to move the players, controls the
viewpoint and changes the style of the players and the field. The environment can be played, akin
to a video game, but with real objects.
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Control Camera

Playable Environments

Figure 11. Given a single initial frame, our method creates playable environments that allow the user to
interactively generate different videos by specifying discrete actions to control players, manipulating camera
trajectory and indicating the style for each object in the scene.

Name Description

⟨1⟩ Playability The user can control generation with discrete actions.

⟨2⟩ Camera control The camera pose is explicitly controlled at test time.

⟨3⟩ Multi-object Each object is explicitly modeled.

⟨4⟩ Deformable objects The model handles deformable object such as human bodies

⟨5⟩ Appearance changes The model handles objects whose appearance is not constant is the training set

⟨6⟩ Robustness The model is robust to calibration and localization errors.

Table 4. Characteristics of our method for Playable Environments. Each row is referred in the text with ⟨·⟩
symbols.

In this work, we propose a method to construct PEs of complex scenes that supports a large
set of interactive manipulations. Trained on a dataset of monocular videos, our method presents
six core characteristics listed in Table 4 that enable the creation of such PEs. Our framework
allows the user to interactively generate videos by providing discrete actions ⟨1⟩ and controlling
the camera pose ⟨2⟩. Furthermore, it can represent environments with multiple objects ⟨3⟩ with
varying poses ⟨4⟩ and appearances ⟨5⟩ and is robust to imprecise inputs ⟨6⟩. In particular, we
do not require ground-truth camera intrinsics and extrinsincs, but assume they can be estimated
for each frame. Neither do we assume ground-truth object locations, but rely on an off-the-shelf
object detector [85] to locate the agents in 2D, such as both tennis players. No other supervision
is required.

Playable Environments encapsulate and extend representations built by several prior image
or video manipulation methods. Novel view synthesis and volumetric rendering methods support
re-rendering of static scenes. However, while some methods support moving or articulated objects
[86]–[89], it is challenging for them to handle dynamic environments and they do not allow user
interaction, making them undesirable for modeling compelling environments. Video synthesis
methods manipulate videos by predicting future frames [90]–[93], animating [94]–[96] or playing
videos [97], but environments modeled with such methods typically lack camera control and multi-
object support. Consequently, these methods limit interactivity as they do not take into account
the 3D nature of the environment.
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LPIPS↓ FID↓ FVD↓∆-MSE↓∆-Acc↑ ADD↓MDR↓

MoCoGAN [92] 0.266 132 3400 101 26.4 28.5 20.2

MoCoGAN+ 0.166 56.8 1410 103 28.3 48.2 27.0

SAVP [90] 0.245 156 3270 112 19.6 10.7 19.7

SAVP+ 0.104 25.2 223 116 33.1 13.4 19.2

CADDY [97] 0.102 13.7 239 72.2 45.5 8.85 1.01

(Ours) 0.089 15.3 237 32.8 68.1 9.47 0.15

Table 5. Comparison with PVG state of the art on the Static Tennis dataset of [97]. ∆-MSE, ∆-Acc and MDR in
%, ADD in pixels.

Our method consists of two components. The first one is the synthesis module. It extracts
the state of the environment—location, style and non-rigid pose of each object—and renders the
state back to the image space. Recently introduced Neural Radiance Fields (NeRFs) [51] represent
an attractive tool for their ability to render novel views. In this work, we introduce a style-based
modification of NeRF to support objects of different appearances. Furthermore, we propose a
compositional non-rigid volumetric rendering approach handling the rigid parts of the scene and
non-rigid objects. The second component—the action module—enables playability. It takes two
consecutive states of the environment and predicts an action with respect to the camera orientation.
We train our framework using reconstruction losses in the image space and the state space, and a
novel loss for action consistency. Finally, to improve temporal dynamics, we introduce a temporal
discriminator that operates on sequences of environment states.

To thoroughly evaluate ⟨1−6⟩, we introduce two complementary large-scale datasets for the
training of playable environments, a synthetic and a real one. The first is intended to evaluate
⟨1−5⟩, with a particular focus on camera control thanks to the synthetic ground truth, the second
to evaluate ⟨1−6⟩, with a particular focus on ⟨4−6⟩ given the high diversity present in this dataset.
We propose an extensive evaluation of our method with several baselines derived from existing
NeRF and video generation methods. These experiments show that our method is able to generate
high-quality videos and outperforms all baselines in terms of playability, camera control and video
quality.

3.4.1 Experiments

Datasets. Evaluating ⟨1-6⟩ is challenging and requires video datasets featuring camera motion
⟨2⟩, multiple playable objects ⟨1,3⟩, deforming objects ⟨4⟩ and varied appearance ⟨5⟩. For this
reason, we collect three datasets:
• Minecraft dataset. We collect a synthetic video dataset with duration of 1h with two sparring
Minecraft [98] players. Wide camera movement and diverse, deforming players allow the evaluation
of ⟨1−5⟩.
• Minecraft Camera dataset. We collect Minecraft [98] sequences where the camera is moved in
the neighborhood of a starting position. We use these frames as a synthetic ground truth for the
evaluation of camera control ⟨2⟩.
• Tennis dataset. We collect a large-scale dataset of 43 broadcast tennis matches totalling 12h of
videos for the evaluation of ⟨1-6⟩. The dataset features challenging player poses ⟨5⟩, high variability
in tennis fields and players ⟨4⟩ and noise in camera estimation and player localizaton ⟨6⟩.

To allow comparison with playable video generation methods under their simplifying assump-
tions, we adopt the Tennis dataset of [97], referred to as Static Tennis. The dataset features
limited camera movement, each video is cropped to depict only a single player, only one field is
present and players have uniform appearance, thus only ⟨1,4⟩ are evaluated.
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Figure 12. Qualitative reconstruction results produced by our method on the Tennis and Minecraft datasets. In
the reconstructed sequence, playable objects move according to the ground truth sequence and are rendered in
realistic poses.

Evaluation Protocol. We perform a separate evaluation of the synthesis ⟨2-6⟩ and the action
modules ⟨1⟩ using similar evaluation protocols. For the former, we reconstruct each test sequence
by extracting the environment state of each frame and rendering the original frame back. For the
action module, we follow the evaluation protocol of [97]. In particular, we consider a test sequence
and extract the environment state of the first frame, then we use the action network to extract the
sequence of discrete actions present in the sequence and reconstruct each frame starting from the
first environment state.

As video quality metrics ⟨2,4-6⟩ we adopt LPIPS [99], FID [100] and FVD [101] computed
between the test sequences and the reconstructed sequences. For evaluation of the action space
⟨1,3⟩, following [97], we define ∆ as the difference in position of an object between two given frames
and use the following metrics:
• ∆ Mean Squared Error (∆-MSE): The expected error in terms of MSE in the regression of ∆
from a discrete action. For each action, the average ∆ is used as the optimal estimator. The metric
is normalized by the variance of ∆.
• ∆-based Action Accuracy (∆-Acc): The accuracy with which a discrete action can be regressed
from ∆.
• Average Detection Distance (ADD): The average Euclidean distance between the bounding box
centers of corresponding objects in the test and reconstructed frames.
• Missing Detection Rate (MDR): The portion of detections that are present in the test sequences
but that are not matched by any detection in the reconstructed sequences.
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Figure 13. Action space learned by our method on the Tennis dataset. Each color represents a learned action and
each arrow shows the effects of applying the respective action six times to the initial player. The overlay on the
floor shows the distribution of possible ending positions after the application of each action.

3.4.1.1 Comparison on Playable Video Generation In this section, we evaluate the action-
modeling capabilities of our method by comparing against the state of the art in the related problem
of Playable Video Generation (PVG) [97] where the objective is to learn a set of discrete action
labels in an unsupervised fashion to condition video generation. Differently from our setting, in
PVG no explicit camera control is required. Moreover, existing PVG methods assume a single user-
controllable object and that camera motion is limited. To satisfy these simplifying assumptions,
we adopt the Static Tennis dataset of [97]. Tab. 5 shows the results. Our method substantially
improves the ∆-MSE and ∆-Acc action quality metrics suggesting that the learned actions are
better correlated with player movement. In addition, the reduced LPIPS and MDR indicate an
improvement in the quality of the generated reconstruction.

3.4.1.2 Comparison with Previous Methods We propose to build baselines for the cre-
ation of PEs from state of the art methods in the related problem of PVG. We make use of the
following set of versions of CADDY [97] which are modified to account for multiple playable objects
and for camera motion: (i) the action network produces a distinct output for each dynamic object
in the environment; (ii) (i) + the action and dynamics networks are conditioned on bounding box
and camera information; (iii) (ii) + output resolution is increased to match our method; (iv) (ii)
+ L∆; (v) (iii) + L∆.

Playability and camera control evaluation
Fig. 12 shows qualitative reconstruction results for our method. As suggested by the MDR

and ADD scores, the model correctly synthesizes both players and is able to reconstruct the player
movements of the ground truth sequence using only a sequence of discrete actions. In addition, a
visualization of the learned action space (see Fig. 13) shows that the model learns a set of diverse
discrete actions that correspond to the main movement directions.

In Fig. 14 we show qualitative camera and style manipulation results for our method on the
Tennis dataset. Our model can synthesize the scene under novel views and correctly alter the style
of the field and players to the one of a target image.
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Figure 14. Camera and style manipulation results on the Tennis dataset. The original image is rendered under a
novel camera perspective using varying styles for the field and players.

3.4.2 Conclusions

In summary, the primary contributions of this work are as follows: a new framework for the
creation of compelling Playable Environments with the characteristics in Tab. 4, featuring a new
compositional NeRF that handles deformable objects with different visual styles and an action
module that operates in the latent space of our NeRF model; two challenging large-scale
datasets for training and evaluating PEs to stimulate future research in this area.

3.4.3 Relevant publications

• W. Menapace, A. Siarohin, C. Theobalt, V. Golyanik, S. Tulyakov, S. Lathuilière, E. Ricci,
“Playable Environments: Video Manipulation in Space and Time”, IEEE/CVF Conference
on Computer Vision and Pattern Recognition (CVPR’22), June 2022. [102].
Zenodo record: https://zenodo.org/record/7075454.

3.4.4 Relevant software, datasets and other resources

• The Pytorch implementation can be found in
https://github.com/willi-menapace/PlayableEnvironments.
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3.4.5 Relevance to AI4media use cases and media industry applications

Our video generation approach can be applied to creative media industries where content manip-
ulation is important. This can be extended to the gaming industry by providing realistic games
based on real world footage, thus making our approach relevant to UC5 “AI for games”. As in the
other situations where content editing is involved, our approach could be also useful to (a) UC3
“AI in Vision - High Quality Video Production and Content Automation” and requirement 3A3-11
“Visual indexing and search”, and (b) UC7 “AI for (Re-)organisation and Content Moderation”
and requirement 7A3 “(Re)organisation of visual content”, by supporting editing the video content.
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4 Manipulation and synthetic content detection in multi-
media (T6.2) - Manipulated content detection

Contributing partners: CERTH, CEA, FhG-IDMT, CNR, QMUL, UPB, UNIFI, UNITN

Unlike Section 3, which presents methods for content creation, this Section shows the research
carried out in AI4Media for the detection of such synthetically generated or manipulated content,
by developing novel detection techniques for different modalities. Given some of the concerns listed
in the previous Section, related to the creation and spreading of fake news, deepfakes, and misin-
formation, AI methods that target the detection of this type of content are important in creating
trustworthy and fair media spaces. Furthermore, this Section tackles important issues regard-
ing the performance of manipulated content detection systems, looking into their generalization
capabilities, data augmentation techniques, noisy data, and AI model robustness and reliability.

More specifically, Section 4.1 focuses on techniques for video- and image-based detection, Sec-
tion 4.2 on audio-based detection, and finally, Section 4.3 on text-based detection.

4.1 Video- and image-based synthetic content detection

This Section focuses on the detection of video and image synthetic content, created via popular
deepfake creation methods. It addresses some of the most important topics and limitations of
current technologies, including the analysis of spatial and temporal limitations of detection tech-
nologies, important metrics of performance related to reliability and generalization capabilities
of AI detector models, as well as data augmentation for deepfake detection. Thus, the research
presented here shows an interest to go beyond just creating synthetic content detectors and look
into topics related to the robustness of these systems.

4.1.1 MINTIME: Multi-Identity Size-Invariant Video Deepfake Detection

Contributing partners: CNR, UNIFI, CERTH

In recent years, there has been a notable increase in the proliferation of deepfake images and
videos. These manipulations are becoming increasingly credible and lifelike, thanks to the con-
tinuous advancements in generative models like Generative Adversarial Networks (GANs). As a
result, verifying the authenticity and truthfulness of such media has become a challenging task. In
response to this uncontrollable evolution, various efforts have been made to combat deepfakes by
developing numerous deepfake detection systems based on different approaches.

To overcome deepfake detection challenges, the method denominated Multi-Identity size-iNvariant
TIMEsformer (MINTIME) for video deepfake detection has been developed. The method’s pipeline
is sketched in Figure 15.

According to Figure 15, the preprocessing pipeline (left) starts with the detection of faces in the
video, follows with the clustering of identities and then creates the input sequence. The sequence
of faces is converted into features by the convolutional backbone (right), which once converted into
tokens and concatenated to the embeddings, pass into the TimeSformer, and finally into the MLP
Head for the final classification.

In order to be able to capture both the spatial and temporal aspects, while also handling
multiple identities, the architecture is based on a modified TimeSformer so that spatiotemporal
attention is calculated separately for each identity and fed into a common CLS. This novel atten-
tion mechanism has been called Identity-aware Spatio-Temporal Attention. To ensure consistency
between tokens, positional embedding was also evolved by introducing Temporal-Coherent Posi-
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Figure 15. MINTIME pipeline

tional Embedding (TCPE) capable of numbering face tokens according to both their position in
space and time.

This work has been conducted in collaboration between CNR, CERTH and UNIFI during the
AI4Media Junior Fellow Exchange program.

4.1.1.1 Experiments According to Table 6, MINTIME-XC (based on XceptionNet) outper-
forms the state-of-the-art on the ForgeryNet [103] validation set in terms of AUC (Area Under
Curve) and is quite similar to what was obtained with a SlowFast in terms of accuracy, which is,
however, limited to considering a single identity in the classification phase.

Model #IDs Acc AUC

SlowFast R-50† [104] 1 82.59 90.86

SlowFast R-50⋆ [104] 1 88.78 93.88

X3D-M⋆ [105] 1 87.93 93.75

MINTIME-EF 1 81.92 90.13

MINTIME-EF 2 82.28 90.45

MINTIME-EF 3 82.05 90.28

MINTIME-XC 1 85.96 93.20

MINTIME-XC 2 87.64 94.25

MINTIME-XC 3 86.98 94.10

Table 6. Video-Level Evaluation on ForgeryNet Validation Set. The identities column is the number of considered
identities for the inference. † Indicates that the model has been trained in our setup. ⋆ Indicates that the result is
taken from [103].

All MINTIME models also prove to be particularly robust at analyzing videos considering a
variable number of identities without a significant loss of overall accuracy. By testing the trained
models considering only videos containing more than one person in the scene, MINTIME-XC
significantly outperforms the trained state-of-the-art models by correctly classifying most of the
videos considered as shown in Table 7. Interestingly, SlowFast R-50 trained considering only one
identity per video performs poorly on multi-identity videos as it is heavily influenced by the choice
of this single identity to be analyzed. This is certainly one of the most interesting results obtained as
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Model #IDs Acc AUC

SlowFast R-50 [104] 1 72.63 80.92

MINTIME-EF 2 81.21 89.56

MINTIME-XC 2 86.68 94.12

Table 7. Evaluation on multi-identity only videos of ForgeryNet Validation Set. The models are all trained in our
setup.

Figure 16. Attention values on the sixteen input faces for a pristine video (left) and a fake video (right). The
vertical coloured lines separate the two identities. The faces on the bottom are the ones extracted from the fake
video, coloured based on the intensity of attention on each of them.

it concretely highlights how necessary it is to create models capable of handling multiple identities
in the same video and not simply rely on selection criteria for these.

Qualitative Evaluation
All our models have been trained to perform binary classification of the entire video but, in the
case of deepfake videos, a hypothetical final user might be interested not only in knowing whether
the video has been manipulated but also at what instant and if there is more than one tampered
person. These are typical requirements when we want to expose these systems to end users (e.g.
journalists) [106].

We can retrieve this information by analyzing the attention values obtained on the various faces
which compose the input sequence. Indeed, it has been empirically shown that when the video
is pristine, there are no relevant alarms of detection, as shown in Figure 16 (left), while in the
presence of a deepfake video, the model pays more attention on the faces containing the trace, as
shown in Figure 16 (right). By analyzing the attention values, it is easy to trace which identity
has been manipulated and at what instant(s) the trace is present.

Examples of outcomes from the model are shown in Figure 17 and it can be seen that in all
cases the proposed model is able to identify the fake identity, if any, even in crowd situations.
Interestingly is the case (Figure 17 bottom-left) in which a cartoon face picture is detected, the
model still manages to realize that the manipulated face is that of the man.

4.1.1.2 Conclusions The main novelties presented by the MINTIME approach are the follow-
ing:

• Ability to identify inconsistencies in video in both space and time through the combination
of a Spatio-Temporal Transformer and a Convolutional Neural Network (CNN).

• Ability to handle multiple people in the same video through an Identity-aware attention
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Figure 17. Shots of outcomes obtained with MINTIME in different multi-identity contexts.

mechanism, capable of keeping track of the identity to which each face detected in the
video refers, combined with a positional embedding technique, namely Temporal Coherent
Positional Embedding, which can maintain both spatial and temporal coherence.

• Ability to handle variations in the face-frame area ratio through the introduction of size
embeddings that keep track of the ratio between the detected face area and the entire frame
at each instant of time.

• Being unaffected by aggregation strategies thanks to an internal aggregation obtained by
analyzing the entire video in a single sequence, letting the network infer the video-level
prediction by handling appropriately multi-identity videos in a single forward pass. This
way, the model directly returns a single prediction for the entire video without requiring
additional post-processing.

It is important to emphasise that it is generally necessary for the future to also create datasets
that are suitable for handling the problem of real-world situations, as deepfake detectors trained
and validated on datasets that are too far removed from reality and too standardised are likely to
be useless when used in the real world.

4.1.1.3 Relevant publications
• Coccomini, D.A., Zilos, G.K., Amato, G., Caldelli, R., Falchi, F., Papadopoulos, S., and

Gennaro, C. (2022). MINTIME: Multi-Identity Size-Invariant Video Deepfake Detection.
ArXiv, abs/2211.10996.

4.1.1.4 Relevant software, datasets and other resources
• The Pytorch implementation can be found in
https://github.com/davide-coccomini/MINTIME-Multi-Identity-size-iNvariant-T

IMEsformer-for-Video-Deepfake-Detection.

4.1.1.5 Relevance to AI4media use cases and media industry applications The MIN-
TIME solution contributes to UC1 (AI for Social Media and Against Disinformation), and specifi-
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cally to feature 1A (Detection/Verification of Synthetic Media). Such systems could be adopted by
journalists who use AI-based tools to verify the authenticity of multimedia content in a real-world
scenario and by social media for content moderation. In fact, in these cases, it is important to
catch deepfakes even in borderline and very specific situations that may not be so common in
datasets but are the normality in real-world scenarios, such as multi-identity videos or rapid face
movements and size variations.

4.1.2 On the Generalization of Deep Learning Models in Video Deepfake Detection

Contributing partners: CNR, UNIFI

The present work is the result of a joint and fruitful collaboration between the partners CNR
and UNIFI. Deep Learning has had a profound impact on society, driving remarkable progress in
various fields. However, its application can also yield negative consequences, exemplified by the
emergence of deepfakes. Deepfakes refer to manipulated images or videos that portray subjects in
ways they never actually acted or spoke.

To address this issue, researchers have devised deepfake detection techniques, primarily based
on deep learning. These methods aim to identify traces left behind during the manipulation process,
The goal is to create powerful deepfake detectors capable of generalizing and identifying deepfakes,
regardless of the manipulation technique employed, even if it’s novel and not present in the training
data. During training, a diverse set of data is required to expose the models to numerous forms of
deepfakes, encouraging them to abstract and generalize effectively.

In this study, we compared different deep learning architectures to assess their ability to general-
ize against deepfake videos generated with multiple methods. Three types of network architectures
were compared: a convolutional network, such as “EfficientNet V2,” a standard “Vision Trans-
former,” and a “Swin Transformer,” inspired by the hierarchical approach of convolutional neural
networks. The experiments revealed that the Vision Transformer outperformed other models in
terms of generalization ability when evaluated in a cross-forgery context. However, the Swin Trans-
former showed better performance in cross-dataset experiments. Vision Transformer seems to be
able to generalize better only when a large and diverse training dataset is available. In contrast,
the EfficientNet-V2 and Swin Transformer performed satisfactorily even with limited training data,
whereas the Vision Transformer struggled to learn under such constraints.

To validate the neural network’s ability to detect deepfakes generated by methods not used in
its training set, a dataset containing a variety of deepfake generation methods and labels is needed.
The chosen dataset for this purpose is ForgeryNet [103], which is one of the most comprehensive
deepfake datasets available, containing 2.9 million images and 220,000 video clips. The fake images
are manipulated using 15 different manipulations while the videos are manipulated using only 8 of
them [107]–[116]. To each image and video, more than 36 mix-perturbations are randomly applied
on more than 4300 distinct subjects. Examples of applied perturbations are optical distortion,
multiplicative noise, random compression, blur and many others shown in more detail in the
ForgeryNet paper [103]. Furthermore, the different manipulations applied can be grouped into
two macro-categories, ID-remained and ID-replaced. The first category involves manipulations of
the subject’s face without changing their identity, while the second category involves replacing the
subject’s face with a different one. These two categories are further divided into four sub-categories:
all the videos falling under the ID-remained category are manipulated with Face Reenactment
methods, while the ID-replaced class is divided into Face Transfer, Face Swap, and Face Stacked
Manipulation (FSM). These sub-categories collectively make up a significant portion of the deepfake
generation techniques currently known. The ForgeryNet dataset includes people in various settings
and situations.
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The extracted frames are pre-processed, as done in many other deepfake detection methods
[106], [117]–[120] by introducing a face extraction step using the state-of-the-art face detector,
MTCNN [121]. The models are trained and evaluated on a per-face basis and data augmentation
was performed, similar to [117], [119], [122]. However, we extracted the faces to be squared
and with an additional 30% padding in order to catch also a portion of the background behind
the person. We exploited the Albumentations library [123] and applied common transformations
randomly during training. Whenever an image is an input to the network during training, it is
randomly resized using three types of isotropic resize with different interpolation methods (area,
cubic, or linear). Afterwards, random transformations such as image compression, Gaussian noise,
horizontal flip, brightness or saturation distortion, gray-scale conversion, shift, rotation, or scaling,
are applied.

The present paper is derived from another joint work between CNR and UNIFI [124] and
presented in MAD’22 Workshop where we already conducted a similar cross-forgery analysis on the
part of the dataset consisting of still images, in this case, we performed on videos and, in particular,
we have made a specific comparison among different kinds of architectures. It is important to carry
out this analysis on videos because the anomalies that are introduced in videos can also differ greatly
from those that may result from the manipulation of a single image. Therefore, the behaviour of
the various deep learning methods can also change greatly. In the ForgeryNet dataset, there is
a label assigned to each video indicating whether it has been manipulated or not. Additionally,
the label specifies the method employed to perform the manipulation. Among the methods used,
FaceShifter and ATVG-Net manipulate all frames of the video, while the other methods partially
manipulate the video frames, providing information on which frames have been manipulated and
which ones are left unaltered.

To perform this comparative analysis on cross-forgery generalization capability we have con-
sidered three kinds of network architectures. Convolutional Neural Networks (CNNs), a widely
used type of neural network in computer vision, and Vision Transformers (ViTs) [125], a newer,
highly competitive deep learning model. As the representative of the CNN category, we have taken
an EfficientNetV2-M [126], which is a newer and more advanced version of the well-known Effi-
cientNet. EfficientNets are widely used in deepfake detection and remain a cornerstone of many
state-of-the-art methods on leading datasets. On the contrary, for the Vision Transformers, we
have used the ViT-Base, a ViT of similar dimensions to the CNN which is one of the first versions
introduced. However, a further third architecture, such as the Swin Transformer [127], has been
taken into account; this has been done because this type of Transformers is particularly interesting
for our analysis in that although it is attention-based, the computation of attention takes place
in a hierarchical manner emulating the convolutional layers of CNNs. Swin Transformer is an
architecture for image classification that improves the traditional transformer approach by using
hierarchical feature representations and a window-based attention mechanism. It divides the input
image into patches and transforms them into low-dimensional feature vectors using a learnable
projection. These vectors are then passed through a series of transformer blocks, organized into
stages, to capture spatial and channel-wise dependencies. Finally, the output is passed through a
classification head to produce the class probabilities. Swin Transformer achieves state-of-the-art
performance while being computationally efficient and scalable to larger image sizes. The Swin
Transformer selected for our experiments is the Swin-Small.

All the models were pretrained on ImageNet-21k and fine-tuned on sub-datasets from ForgeryNet,
which were constructed with a nearly equal balance of fake and real images. To reduce false de-
tections only faces with a confidence level above 95% were included. All networks were trained by
keeping freeze a number of layers such that the trained parameters correspond to approximately
45M. In particular, only the last layers of the models considered were made trainable so that the
number of parameters was always comparable between the various experiments, while the other
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layers’ weights remained at the values based on the pretraining.

4.1.2.1 Experiments Single Method Training Figure 18 shows the accuracy achieved by
the three considered models trained in the Single Method Training setup with respect to each of
the methods comprised within the test set. Looking at the accuracy of the three models, it can
be pointed out that the EfficientNetV2-M and the Swin-Small maintain results often above 80%
in correspondence of test frames manipulated with the same methods used in the training set (as
expected) and, at the same time, obtain a certain degree of generalization. In fact, the same models
sometimes succeed in detecting frames manipulated with methods unseen during training, anyway
reaching values of accuracy that are quite limited. The case of method number 5 (MMReplacement)
is rather anomalous, though the detection percentage is often very high indeed; this behaviour is
probably induced by the low number of available examples.

Figure 18. The performance in terms of accuracy achieved by each of the three considered models with respect to
the 8 different training sets following the Single Method Training setup: EfficientNetV2-M (red), Swin-Small
(black) and ViT-Base (blue).

On the contrary, it can be easily noticed that, in all the cases, the ViT-Base is substantially
unable to learn in the presence of relatively few training images. In fact, for instance, by training
the model on methods 3, 4, 5 and 6 and then testing it on the test set, it is evident that the
model is substantially underfitting and practically unusable compared to the two others taken
into consideration. Interestingly, the Swin Transformer, although also based on the attention
mechanism, is not particularly affected by this phenomenon and instead succeeds in obtaining
competitive results in all contexts. This probably lies in the hierarchical nature that emulates
the convolutional layers of traditional CNNs and thus allows it to exploit implicit inductive biases
better. Good performances are anyway preserved, in any case, with respect to pristine frame
detection. In this setup, the architecture based on a convolutional network seems to prove more
capable of generalization. The accuracies obtained from the three models are also shown in the
confusion matrices in Figure 19 where all previously commented trends are reconfirmed again.

Multiple Methods Training The behaviour of the three networks is now analysed in the
second considered setup, namely Multiple Methods Training, and corresponding results are shown
in Figure 20. In this case, the datasets are composed of frames extracted from videos manipulated
by not only one method, so the models will have more difficulty focusing on specific artifacts and
be forced to generalize. In this setup, the situation is significantly different from the previous one.
Surprisingly, the classic Vision Transformer, which previously struggled to train effectively, is now
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Figure 19. Confusion matrices of the frame-level accuracy values for the three models under consideration trained
in the Single Method Training setup and tested on frames manipulated with all the available methods respectively.

Figure 20. Accuracy performances achieved by each of the models considered in the two different training sets
constructed following the Multiple Methods Training setup: EfficientNetV2-M (red), Swin-Small (black) and
ViT-Base (blue). ID-Replaced methods (1-6), ID-Remained methods (7-8) and Pristine (0).

the only model capable of generalizing well to frames that have been manipulated using techniques
that were not present in the training data. This result probably stems from the fact that the
training set consists of significantly more images than in the previous setup and it is strongly in
line with what is presented in [124]. This particular architecture shows in many contexts a major
need for data and resources which, when available, enable it to achieve very competitive results. In
this case, the confusion matrices (see Figure 21) clearly show the greater generalization capacity
of the Vision Transformer although at the expense of more false positives. In fact, the ’pristine’
class is less accurately classified by this latter. This may be a problem since in a real-world context
we may want to lower down as much as possible the number of false alarms, in particular, if the
system is fully automatized.

4.1.2.2 Conclusions In this study, we investigated the generalization capabilities for detect-
ing deepfake videos of various deep learning architectures. Our findings suggest that in real-world
scenarios where large, diverse deepfake detection datasets are available and generalization is criti-
cal, the Vision Transformer may be the optimal choice for detecting deepfakes. However, in cases
where the training data is limited, a convolutional network such as EfficientNet-V2 may be more
suitable and be considered a good enough alternative. The Swin Transformer provides a good
balance between the two in terms of generalization and performance demonstrating a good gen-
eralization capability in all the considered contexts and a pretty low false positive rate. It also
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Figure 21. Confusion matrices of the frame-level accuracy of the three models trained in the Multiple Method
Training setup and tested on frames manipulated with all available methods.

Model Train set AUC

Face X-ray[128] FF++ 65.5

Patch-basedpatch FF++ 65.6

DSP-FWALi˙2019˙CVPR˙Workshops FF++ 67.3

CSN[129] FF++ 68.1

Multi-Taskmultitask FF++ 68.1

CNN-GRUcnngru FF++ 68.9

Xception[130] FF++ 70.9

CNN-augcnn-aug FF++ 72.1

LipForensicslip FF++ 73.5

FTCN[118] FF++ 74.0

RealForensics[129] FF++ 75.9

RealForensics[129] FF++ 75.9

iCaps-Dfakeicaps FF++ 76.8

MINTIME-XC[117] ForgeryNet (All) 77.9

EfficientNet-V2-M
ForgeryNet (ID-Remained) 50.0

ForgeryNet (ID-Replaced) 50.1

ViT-Base
ForgeryNet (ID-Remained) 51.0

ForgeryNet (ID-Replaced) 57.2

Swin-Small
ForgeryNet (ID-Remained) 58.7

ForgeryNet (ID-Replaced) 71.2

Table 8. Cross-Dataset comparison of video-level AUC on DFDC Preview test set.

results in significantly more capable of generalising the concept of deepfake when tested in a cross-
dataset scenario. This suggests that probably the attention mechanisms may enable the models
to generalize better the concept of deepfakes but only when enough data are provided. Overall,
our study highlights the significance of considering the specific characteristics of the dataset and
deep learning architecture when detecting deepfakes to be able to create a detector which may be
applied in the real world. Future work will be further dedicated to analyse and possibly improve
the level of generalization of such AI-based instruments.

4.1.2.3 Relevant publications
• Coccomini, D.A.; Caldelli, R.; Falchi, F.; Gennaro, C. On the Generalization of Deep Learn-

ing Models in Video Deepfake Detection. J. Imaging 2023, 9, 89. https://doi.org/10.339
0/jimaging9050089
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4.1.2.4 Relevant software and/or external resources
• The Pytorch implementation can be found in
https://github.com/davide-coccomini/Cross-Forgery-Video-Deepfake-Detection.

4.1.2.5 Relevance to AI4media use cases and media industry applications The meth-
ods developed in this work contribute to UC1 (AI for Social Media and Against Disinformation),
and specifically, Feature 1A (Detection/Verification of Synthetic Media). Such systems could be
adopted by journalists which use AI-based tools to verify the authenticity of multimedia contents
in a real-world scenario. In fact, in this case it is important to establish the degree of generalization
provided by such AI-based instruments when they are called to operate in a context that is rather
different with respect to that of the training phase and, above all, against possible forgeries not
seen during training.

4.1.3 Autoencoder-based Data Augmentation for Deepfake Detection

Contributing partner: UPB

Generative models have evolved a lot in the last few years. Less than a decade ago, it was not
possible to generate an image realistic enough to not be easily distinguished with the naked eye,
and now the technology allows us to generate realistic images depicting anything, using models
like Generative Adversarial Networks (GAN) [28] or Stable Diffusion [131]. With these generative
models came a new threat to society: deepfakes. Deepfakes are deep learning generated images
or videos that usually portray humans and can easily mislead or disinform the people that are
viewing them.

With the rise of deepfakes, there is a constant battle between image generators and fake detec-
tors. As generators get better and images get more realistic, deepfake detectors must keep up and
help erase disinformation.

Deepfake detection methods are very varied, ranging from Convolutional Neural Networks,
using image features like the frequency spectrum [132]–[134] to detect some ”generator fingerprint”
or using temporal neural networks like 3DCNN, LSTM or Transformers [135]–[137], and much more.
The majority of those methods achieve a good performance on the datasets they were tested on,
some of them having an AUC % or over 99%. While that proves that deepfake detection methods
are very efficient, this is not the full story. When testing on other datasets or real-world data, the
majority of the approaches presented above experience a big loss in performance. This is due to the
fact that usually, deepfake detectors would be trained on one dataset, containing real samples and
fakes, generated with some generator architectures. The detectors would learn the “fingerprints”
of those generators, but that would not be efficient when testing on other deepfakes, as they are
generated using other models. Therefore, we can say that deepfake detectors have a generalization
problem.

There have been a few approaches aimed at generalization like LipForensics [136] or Self-Blended
Image Augmenatation [138] which improved performance versus unseen datasets, but the problem
is still not solved. More than that, when images are uploaded to a website in real life, they could
be affected by changes like noisy compression, resolution changes and so on.

To help overcome this challenge, we propose an Augmentation method using Autoencoders. The
augmentation technique is based on trying to eliminate or change the generator-specific artefacts
found in images and in their frequency fingerprints. More than that, we try to introduce new
types of artefacts in the images. By doing that, we can train the detectors on new possible image
perturbations. Our approach is presented in Figure 22, and it is composed of the following elements:
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Figure 22. The Training Pipeline using our proposed Autoencoder Data Augmentation for deepfake detection

• Starting from a video frame, either real or fake, the facial region is cropped and the back-
ground is eliminated.

• Random perturbations are added to the image to increase robustness.
• More than 80 autoencoders and U-Net models with different architectures, sizes, kernel di-

mensions and upsampling techniques are used to generate a similar image. The autoencoders
were trained beforehand on real videos and their role is to reproduce the exact image that is
passed as an input, or as close to it as possible, but to insert their neural network “signature”
in the image, altering or eliminating the generator signature. More than that, the autoen-
coders were trained to recreate the image with different levels of noise, starting from 3%
difference to 20%. This way, they would also introduce new artefacts and the image would
not be 100% identical to the original. The image goes through one of the autoencoders chosen
randomly.

• A deepfake detector is trained using the images coming from the autoencoders, as well as the
original images.

4.1.3.1 Experiments For our setup we use FaceForensics++ [139] as a training dataset for
the deepfake generator. We use the slightly compressed HQ version. To evaluate the generalization
ability of the model, we test it on CelebDF [140] and DFDC Preview [141] datasets.

To train the autoencoders, we use the real videos from DFDC [142]. We use L1 loss to evaluate
their performance, but we penalize the loss function if the error is less than 3%. This way, the
autoencoders would introduce some kind of noise and perturbations. We also use some models that
lose a lot of information such as AE1, AE2 and Unet1. Figure 23 presents some frames produced
by different autoencoder models. Some of the frames are identical to the original, some have small
errors in shades or skin color and the last row has a lot more inconsistencies, but still presents
somewhat realistic images.

We trained 3 different neural network models for comparison: XceptionNet, Capsule Networks
and EfficientNetB4, using both basic augmentation (blurring, random noise, random sharpening,
cropping, affine transforms etc) as well as the Autoencoder Augmentation presented in Figure 22.
Table 9 presents a comparison for the 3 models, each trained using both training paradigms. The
results are for models trained on FaceForensics++ and evaluated on CelebDF, to show the gener-
alization capability of the proposed method. As we can see, the Autoencoder-based augmentation
yields better results for generalization than a basic training, for all 3 models. CapsNet models
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Figure 23. Comparative results of a frame recreated using multiple autoencoders. The quality is gradually lost,
from top to bottom, but the majority of the images are still somewhat realistic.

have the lowest generalization capability, as they tend to overfit the most. On the other hand,
EfficientNetB4 with basic augmentation tends to overfit the data from FaceForensics++, losing its
ability to generalize on other datasets. However, the AE augmentation increases generalization by
almost 9%. The XceptionNet model is somehow balanced, but still sees improvements of 5% for
generalization when using AE augmentation.

Table 10 presents a comparison of the generalization ability of the XceptionNet model using
different levels of augmentation:

1. No data augmentation

2. Only basic data augmentation (blurring, random noise, random sharpening, cropping, affine
transforms etc)

3. Data augmentation with the 3 worst basic autoencoder models (2x AE1, 2xAE2, 4x UNet1)

Method CelebDF AUC [%]

Xception - basic augmentation 68.96

Xception - AE augmentation 73.67

CapsNet - basic augmentation 64.32

CapsNet - AE augmentation 70.4

EfficientNetB4 - basic augmentation 66.93

EfficientNetB4 - AE augmentation 75.85

Table 9. Comparison of generalization for models trained FaceForensics++ and evaluated on CelebDF, with basic
and Autoencoder augmentation
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Method CelebDF AUC [%]

Xception - no aug (1) 64.55

Xception - basic aug (2) 68.96

Xception - AE aug (3) 73.67

Xception - AE aug (4) 80.73

Xception - Full AE aug (5) 82.62

Xception - AE aug (6) 80.61

Table 10. Comparison between the generalization ability of a XceptionNet model, with different levels of
augmentation, trained on FaceFGorensics++ and evaluated on CelebDF

4. Data augmentation with all the trained autoencoder and U-Net architectures, one model per
architecture, for a total of 10 models

5. Data augmentation with with all the models mentioned above, multiple models at different
epochs and multiple loss functions per architecture, for a total of 80 models

6. Data augmentation with all the models mentioned above, multiple models at different epochs
and multiple loss functions per architecture, but without also using basic data augmentation
like blurring, noise, color jitter etc.

Table 10 shows that each incremental step was necessary in increasing the performance of our
detector.

Lastly, Table 11 presents a comparison between our proposed method and the state of the art.
While our methods do not outperform the state of the art, there are a few positive key takeaways
regarding their performance:

• Our Autoencoder Augmentation approach is aimed to improve the robustness of any existing
deepfake detector. The approach can be used with any model in the training phase.

• While we did not obtain state-of-the-art best results, our results clearly show that this method
brings a significant improvement. For example, Our proposed XceptionNet model outper-
forms a simple XceptionNet model without augmentation by almost 10% on CelebDF and
by 1% on DFDC Preview.

• Our method outperforms some state-of-the-art models while using a very basic CNN model,
in comparison to other methods using video-level approaches.

4.1.3.2 Conclusions In this study, we investigate a method to increase generalization for deep-
fake detectors using an Autoencoder Augmentation algorithm. The algorithm, uses a multitude
of pretrained autoencoders to recreate images. This way, the “model signature” obtained from
the deepfake generator could be modified or erased and a new signature would be added. The
models are varied to obtain more diverse results. More than that, the autoencoders introduce
some intentional error of their own, as they are pretrained to do so.

Our experiments showed that this method improves generalization by a significant amount
on multiple models. More than that, while our approach does not achieve state-of-the-art level
results, it is an incremental step that can be applied to any deepfake detection algorithm to improve
robustness and generalization.

However, this method also has certain limitations, such as (1) being a frame-level approach or
(2) having to use a multitude or pretrained models to obtain the necessary augmentations. We
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Method CelebDF AUC [%] DFDC Preview
AUC [%]

LipForensics [136] 82.4 73.5

Face X-Ray [128] 79.5 65.5

3D R50-FTCN [137] 86.9 74.0

Xception [139] 73.7 70.9

CNN-aug [143] 75.6 72.1

PCL + I2G [144] 90.03 74.37

EFNB4 + SBIs [138] 93.18 86.15

Ours - Xception Full AE aug (5) 82.62 71.52

Ours - EfficientNetB4 Full AE aug (5) 82.87 72.6

Table 11. Comparison of generalization for models trained FaceForensics++ and evaluated on CelebDF and
DFDC Preview

plan to overcome one of those limitations by extending the model to video-level, by augmenting a
multitude of consecutive frames with 3D CNN based autoencoders.

4.1.3.3 Relevant Publications
• Stanciu, Dan-Cristian, and Bogdan Ionescu. “Autoencoder-based Data Augmentation for

Deepfake Detection.” In Proceedings of the 2nd ACM International Workshop on Multime-
dia AI against Disinformation, pp. 19-27. 2023. https://dl.acm.org/doi/abs/10.1145/3
592572.3592840

4.1.3.4 Relevant software, datasets and other resources
• The Pytorch implementation can be found in https://github.com/StanciuC12/deepfake

-detection-ae-augmentation.

4.1.3.5 Relevance to AI4media use cases and media industry applications The meth-
ods developed in this work contribute to UC1 (AI for Social Media and Against Disinformation),
and Feature 1A (Detection/Verification of Synthetic Media). Deepfake detection systems could
be used by either social media platforms to automatically verify the authenticity of uploaded con-
tent, as well as journalists to verify real-world content. Methods such as this can be used to help
the models generalize, making sure that all the cases are covered. More than that, our proposed
method shows a good performance against attacks or sources of noise which can impact the ability
for a model to detect a fake.

4.1.4 Reliability of deepfake detection

Contributing partner: CERTH

Since the landmark publication of [139], deep neural networks have dominated the field of
deepfake detection as they were shown to be more accurate than their shallow counterparts. Deep
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networks however tend to overfit their training data and perform poorly on unseen manipulations
[145]. This has sparked intense research interest in the issue of generalization, which involves
extracting features that are sufficiently discriminative for general types of deepfakes. In this work,
we focus on the largely unexplored issue of reliability of deepfake detection, focusing on face
manipulations.

The motivation of our approach is that it is presently unclear if such discriminative features
or a general class of deepfakes exist. Deepfake detection differs from standard object detection in
that models try to detect artefacts representative of manipulation algorithms instead of semantic
objects. This implies that deepfake detection is fundamentally an attribution problem, and fram-
ing it as such has been shown to increase detection accuracy [146]. A further consequence is that,
considering the evolution of deepfake generation algorithms, deepfakes could conceivably be unrec-
ognizable from real media in the future. Due to the above, we argue that it is critical to enhance
the reliability of deepfake detectors so that they detect known artefacts with high confidence. In
this way, even if false negatives are unavoidable (unless the manipulation method is close to a seen
one), false positives should be better addressed.

A key consideration for reliability is uncertainty quantification, i.e., estimating the confidence
of a model’s decisions, which has also received considerable attention in recent years [147]. Ideally,
AI models should estimate the confidence of their decisions and refrain from producing an output
if their confidence is low. This is possible by acknowledging that the accuracy of AI models drops
for inputs that stray away from the training data. While there have been many approaches to
uncertainty quantification, e.g., softmax calibration, predict with reject options, and Bayesian
neural networks, in our experiments, we have focused on conformal prediction [148], which can
yield statistically meaningful estimates from any uncertainty measure.

4.1.4.1 Experiments Addressing deepfake detection at the frame level, we consider a labelled
collection of real and fake face images (X,Y ) where the fake faces come from K manipulation
classes (Y ∈ [0,K] with 0 corresponding to real faces). We also consider a convolutional model
trained to discriminate over the manipulation classes, whose output can be easily become binary
by converting the fake labels to 1.

The conformal prediction framework requires i) a non-conformity score function s(x, y) that
quantifies the uncertainty of a prediction, and ii) a percentage α that expresses the target probabil-
ity of correct classification after calibration. For the non-conformity score, we choose the softmax
output of the true class based on its interpretation as an estimate of the posterior distribution
p(x|y):

si = 1 − p̂(x|yi). (1)

Based on the split conformal prediction method, we further reserve a portion of the training
data as calibration data to calculate a threshold q̂ for the score, which is the ⌈(|D|+1)(1−α)⌉ |D|-
th percentile of the calibration scores. This threshold is used at test time to output prediction sets
C(xtest) for test samples xtest as:

C(xtest) = {y : s(x, y) ≤ q̂}. (2)

The power of conformal prediction is that, regardless of the underlying distribution, the pre-
diction sets are guaranteed to hold the correct label with probability 1 − α, provided that the
test data come from the same distribution as the training data [148]. While this condition does
not hold for out-of-distribution data, the presence of such data can be signaled through an empty
prediction set. A conformal version of our detector thus outputs three values: real and fake based
on the class of the maximum probability and uncertain if the prediction sets are empty.
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(b) Confusion matrix for the conformal detector
of the in-domain ForgeryNet dataset.
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(c) Posterior detection probabilities for the in-domain ForgeryNet dataset.

Figure 24. Evaluation results for the in-domain ForgeryNet dataset (manipulation classes 0, 1, 4, 6, 7, 11).

For our experiments, we trained an EfficientNet-B0 model on a subset of the ForgeryNet image
dataset [103]. This architecture was chosen for being simple yet capable, and this dataset for
its large number of samples (>2M) and diverse manipulation methods (15 methods covering face
transfer, swap, reenactment, editing, and combinations). In detail, we sampled 14K images from
each manipulation category 5 and grouped one category per manipulation type (0, 1, 4, 6, 7, & 11)
for an in-domain detection scenario and the remaining types for a cross-domain detection scenario.
The in-domain samples were split with a (7,1,1,1) ratio for the training, validation, calibration,
and test splits, while the cross-domain samples were enriched with the FF++, CelebDF, DFDC
preview, and DFDC datasets. Since the latter are video datasets, they were sampled at 1 fps, and
the faces were extracted with the MTCNN face detector cropped with 1.3 margin and resized to
the target size of EfficientNet-B0. For the training, we used pretrained weights from ImageNet,
the Adam optimizer with learning rate 0.0005, 0.00005 weight decay, and fine-tuned for 30 epochs
with early stopping.

Figs. 24-29 show the confusion matrix of our detector with and without conformal decisions,
as well as the posterior probability of a correct decision. Regarding the confusion matrices, we
see that the true positive and negative rates of the non-conformal detector are >95% in the in-
domain scenario, relatively high in the cross-domain scenario of ForgeryNet, and drop considerably
in the cross-domain scenarios. In the cross-domain scenarios, it is noteworthy that the detector’s
outcome is not equivalent to pure chance but actively mistakes unseen manipulations as real faces,
as described before. Using the conformal prediction framework, however, we see that a significant
portion of fake decisions are moved to the uncertain category. This implies that although (unseen)
fake faces register as real, they do not reach the confidence threshold to be categorized as such;
hence, uncertainty remains over their classification. There is also uncertainty over the classification

514K was the number of samples from the smallest category.
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(c) Posterior detection probabilities for the in-domain ForgeryNet dataset.

Figure 25. Evaluation results for the cross-domain ForgeryNet dataset (manipulation classes 0, 2, 3, 5, 8, 9, 12,
13, 14, 15).
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(c) Posterior detection probabilities for the FF++ dataset.

Figure 26. Evaluation results for the FF++ dataset (raw quality).
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(c) Posterior detection probabilities for the CelebDF dataset.

Figure 27. Evaluation results for the CelebDF dataset.
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detector of the DFDC preview dataset.
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(c) Posterior detection probabilities for the DFDC preview dataset.

Figure 28. Evaluation results for the DFDC preview dataset.
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(c) Posterior detection probabilities for the DFDC dataset.

Figure 29. Evaluation results for the DFDC dataset.

of real faces, especially in the CelebDF and the DFDC preview datasets, but it is significantly lower
than the uncertainty of fake faces, which attests to the fact that our detector has learned real faces
better.

To evaluate the change in the reliability of the detection, we resorted to the posterior probability
correct decisions, i.e., the probability of a given decision being correct, which is different from
the probability of a given image being classified correctly. From Bayes’ theorem, this probability
inconveniently depends on the prior prevalence of fake and real images which is generally unknown.
To address this issue, based on the forward probabilities of the confusion matrices, we have plotted
the posterior probabilities of correct decisions as a function of the prevalence of fake images. The
graphs show that the reliability of correct decisions indeed increases with conformal models with
an enhancement that reaches even 10%. Interestingly, the reliability increases for both real and
fake decisions which shows that our approach can help even with unseen manipulations, if their
artefacts resemble a known manipulation.

4.1.4.2 Conclusions In this work, looking beyond generalization, we have focused on the
reliability of deepfake detection, which is an overlooked area in the literature. In particular,
we have framed detection as an attribution instead of a binary classification task, and used the
conformal prediction framework to capture uncertainty over ambiguous inputs. This approach
increases the reliability of observed decisions by converting both false positives and false negatives
to uncertain outputs. It is further agnostic to the underlying model architecture, which aids to its
practical usefulness and applicability.

The main limitation of our work is that the theoretical guarantees of conformal prediction do
not strictly apply to out-of-distribution data, despite our promising results. Hence, we expect
the performance of our method to hinge on the existence of sufficiently diverse training samples
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in terms of manipulation techniques, which is limited by the existing datasets. In addition, the
conformal prediction approach can be further optimized, e.g., via the choice of different conformal
score functions. More generally, conformal prediction is just one approach of uncertainty quantifi-
cation, which is currently a rapidly evolving area. Different techniques, e.g., based on the Bayesian
framework, could be also effective for deepfake detection, which remains to be investigated.

Based on the above, our work could readily be extended to include different design parameters
of conformal prediction like the score function, as well as different frameworks of uncertainty
quantification. Another promising line of work is investigating the impact of diversity of the
training data to our models’ confidence. Ultimately, fuelled by the probabilistic nature of AI
algorithms and the demand for trustworthiness, we believe that the importance of reliability will
only grow and our work aspires to be a first step towards this direction.

4.1.4.3 Relevant publications
• No relevant publications published at this moment.

4.1.4.4 Relevant software, datasets and other resources
• The code is publicly available in https://github.com/ngiatsog/deepfakes-reliability.

4.1.4.5 Relevance to AI4media use cases and media industry applications Our ap-
proach is related to UC1 (AI for Social Media and Against Disinformation), specifically, to Features
1A (Detection/Verification of Synthetic Media) and 1E (Capability for Trustworthy AI by Design).
According to 1A, journalists should use AI tools to evaluate the authenticity of multimedia content
and aid in the verification process. The opaque inner workings, however, of most AI models can
easily predispose the journalists to accept their outputs as truth. In reality, AI models are sta-
tistical and unreliable when they extrapolate beyond their training data, hence, their outputs are
much less useful when they are not paired with confidence estimates. Therefore, by integrating our
methods to UC1, we expect to increase journalists’ and fact-checkers’ trust in the detector’s results,
and facilitate adoption of deepfake detection tools by media professionals. Beyond UC1, reliabil-
ity estimates are important for other media-related applications such as disinformation detection,
moderation, and authentication in social networks.

4.1.5 Addressing real-world constraints of synthetic image detection

Contributing partner: CERTH

Distinguishing between generated and authentic images has attracted the interest of numerous
researchers in the field of media forensics [149], [150]. The most widely used approach for detecting
generated images involves training a neural network on a binary classification task (real vs fake)
using a large corpus of labelled images. A key component in this development process is the use of
a set of carefully selected image augmentations during training as demonstrated in prior work [149],
[150]. Our proposed approach relies on this supervised learning setup.

Additionally, the generalization of the detectors is mostly studied with respect to the different
generative architectures [143], [150].Herein, we take a different avenue and define generalization
as the ability to detect synthesized images that depict different concept classes. We refer to
this capability as generalization in cross-concept settings, which is often referred to as Domain
Generalization in literature [151]. We study the behavior of the detector in such a way that it
could be trained in one concept class of real and fake images, e.g., human faces, and can then
be used to distinguish between real and fake images also in other concepts, e.g., animal faces.
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We empirically find that using standard practices from the literature to train our detectors is not
effective enough to generalize on cross-concept scenarios.

In this research, we tackle the cross-concept generalization challenge of synthetic image detec-
tors by proposing a sampling strategy for the selection of generated images used for training. Prior
work [143], [150] relies on randomly generating a large number of images that are used for training.
Instead, we assess image quality based on a probabilistic Quality Calculation (QC) score, and then
select the top-k images in terms of quality to train our detectors. This is under the assumption
that high quality images will lead the network to focus less on the artifacts of the generative pro-
cess and more on the characteristics that are invariant to the image content. We evaluate our
method using fake images generated by StyleGAN2 [152] and the unconditional module of the
recently introduced Latent Diffusion [131]. When training with the proposed sampling strategy,
the performance is considerably improved compared to random selection.

4.1.5.1 Experiments. This section provides a summary of the conducted experiments.
Datasets: We obtain real images from publicly available datasets, FFHQ [153], AFHQ [30], and
LSUN [154], containing images of human faces (FFHQ), dogs, cats, and a general class of wildlife
(AFHQ), and nearly one million images of 10 scene categories and 20 object classes (LSUN).
Then, we employ pretrained diffusion and GAN models to generate artificially generated images
for different classes to evaluate the cross-concept scenario. More specifically, we use StyleGAN2 [40]
to generate images from pretrained networks in FFHQ, AFHQ and LSUN-churches, while we also
use Latent Diffusion [131] to generate images from pretrained networks in FFHQ, LSUN-bedrooms,
and LSUN-churches. We denote each dataset as X + XA, where X is the set of real images of a
specific concept class and XA is the corresponding set of fake images generated with architecture
A, which takes values either G for StyleGAN2 or D for Latent Diffusion. Regarding the different
concepts, we use H for human, A for animal, C for church, and B for bedroom datasets.
Cross-concept evaluation: Table 12 presents the AUC scores of detectors trained with random
sampling versus the proposed method for images based on StyleGAN2 and Latent Diffusion. We
run three training sessions for each concept and report the mean and standard deviation of AUC.

We first analyse the results of our intra-class experiments, where we train and evaluate a
detector in the same concept class. The corresponding runs are coloured in gray in Table 12.
Our findings indicate that there is no significant difference in the performance of the detector
when using images of higher quality, due to the perfect performance in almost all cases (with the
exception of the Bedroom concept in Latent Diffusion). This is consistent with previous studies
that have shown that a robust augmentation scheme is sufficient to train very accurate detectors
within the same domain [143], [150]. In our study, we used the same augmentation scheme for both
randomly selected and quality-based selected subsets, which explains the lack of notable difference
in the detector’s performance between the two subsets.

Next, we discuss the results of our proposed methodology in the case where a detector is
trained on generated and real images from a concept class and is evaluated on images of a different
class. Our proposed method clearly improves the robustness of the StyleGAN2 detector in almost
all cases (with improvements between 5 and 8.5%) except in the case when training on Animals
(A+AG) and testing on Churches (C+CG). Furthermore, the standard deviation of the runs with
the proposed QC sampling strategy is significantly lower compared with the runs where random
sampling was used. This implies that using our strategy leads to more consistent and reliable
models. Similar conclusions can be drawn from the experiments on Latent Diffusion sets. The
AUC score is improved by almost 10% in some cases, and the standard deviation is generally low,
except for one case. Overall, our experiments provide evidence of the effectiveness of the proposed
method in improving the generalization performance across different concepts.
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test

training sampling H+HG A+AG C+CG

H+HG random 100.0±0.0 89.1±1.00 77.5±3.42

QC (ours) 100.0±0.0 94.8±1.22 83.5±0.94

A+AG random 61.8±1.36 100.0±0.0 89.1±0.71

QC (ours) 66.4±1.08 100.0±0.0 86.5±0.15

C+CG random 53.7±0.22 58.6±3.51 100.0±0.0

QC (ours) 59.4±0.19 67.1±0.16 100.0±0.0

(a) StyleGAN2

test

training sampling H+HD B+BD C+CD

H+HD random 100.0±0.0 64.4±2.31 66.7±0.88

QC (ours) 100.0±0.0 74.1±0.68 77.5±0.03

B+BD random 52.1±1.47 96.3±0.79 99.7±0.03

QC (ours) 56.2±5.13 99.6±0.02 99.4±0.02

C+CD random 54.2±4.08 96.3±1.19 100.0±0.0

QC (ours) 58.5±1.52 98.9±0.58 100.0±0.0

(b) Latent Diffusion
Table 12. AUC of detection model trained on randomly selected samples or based on the proposed QC score for
each concept and generative model. Mean and standard deviation of three training sessions with different seeds
are reported. Bold indicates the best performance between the proposed and the random baseline. Gray colour
indicates intra-concept evaluation.

Results when test image quality varies: We also evaluate our model in the case of selecting
different test set composition in terms of image quality. Specifically, the aim is to evaluate whether
images of better quality are more difficult to detect. Hence, we split the test sets into four quartiles
denoted as 0-25% (lowest quality), 25-50%, 50-75%, and 75-100% (highest quality) based on their
QC score. We observe that in several cases of StyleGAN2 images, the detector achieves better
AUC scores for low- or medium-quality images. This means that a test set would benefit from an
automatic selection step based on quality, since it would be more challenging. Instead, in the case
of images generated using the Latent Diffusion model, there is no apparent association between
the test set composition in terms of image quality and the detection performance.
Results when the detector is trained with many classes and architectures: We also
evaluate model performance when training based on QC sampling in three different datasets:

• G: images from all concepts generated by StyleGAN2 and real images.
• D: images from all concepts generated by Latent Diffusion and real images.
• G + D: Combination of the other two datasets.
The results in Table 13 indicate that the detector performance significantly improves when it is

trained on a diverse set of generated images, including those produced by StyleGAN2 and Latent
Diffusion models, and evaluated on a range of test sets. Conversely, we observe that detectors
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Human (HG) Animal (AG) Church (CG)

(a) StyleGAN2

Human (HD) Bedroom (BD) Church (CD)

(b) Latent Diffusion

Figure 30. Visualization of the magnitude spectrograms for the different classes of the two generative architectures
using the denoising network proposed in [155].

test

training G D G + D

G 99.9±0.00 60.5±1.53 77.3±0.88

D 59.2±0.29 99.9±0.00 74.6±1.07

G + D 99.9±0.00 99.9±0.01 99.9±0.00

Table 13. AUC of detection model when trained on all the different classes and architectures. Mean and standard
deviation of three sessions with different seeds are reported.

trained solely on images generated by a single architecture demonstrate limited generalization
ability [156], [157]. Furthermore, the results show that the semantic content of each dataset is a
factor affecting the detection accuracy of generated images.
Qualitative artifact analysis: In this section, we visualize the artifacts that are calculated using
the Fast Fourier Transform for different generated classes of the same architecture. Following [157],
we first randomly select 1,000 generated images per concept and model architecture. Then using
the denoising function proposed in [155], we transform each image X to its denoised version f(X)
and then compute the residual R(X) = X − f(X). Next, we average the residuals and apply a 2D
Fast Fourier Transform in order to obtain the magnitude and phase spectrograms. The magnitude
spectrograms are a good indicator for the analysis of the artifacts introduced by a generative model.

As seen in Figure 30, differences exist between the generated images of each concept: Generated
images from models pretrained on datasets with similar characteristics present more similarities.
For instance, FFHQ and AFHQ, which are used for Humans HG and Animals AG, respectively,
are high-quality and high-resolution datasets consisting of images with centered and aligned faces.
This produces similar cloudy magnitude spectrograms for these two cases. Similar spectrograms
also appear in the case of the Bedrooms BD and Churches CD generated from the models that
were trained on the LSUN-Bedroom and LSUN-Church datasets, which contain images of signif-
icantly lower resolution and quality compared to FFHQ and AFHQ. Nevertheless, all images are
preprocessed in the same way in our experiments; hence, we expect such differences to be mitigated
during our evaluations. This observation reinforces the main assumption of this work, which is
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that images produced by generative architectures are class-dependent.

Model compression for synthetic image detection in real-world scenarios: While the
effectiveness of the proposed methodology is significant, it is also crucial to take into account its
efficiency, especially in scenarios necessitating deployment at the edge. To this end, our goal was to
compress the initial detector into a lightweight architecture, while preserving its high performance.
Pruning [158] and Knowledge Distillation (KD) [159] constitute two widely applied approaches
for compressing a neural network. The objective of KD is to transfer knowledge from a powerful
teacher network to a smaller and faster one, in order to extend its performance capabilities, while
pruning aims to discard the redundant parameters of a neural network in order to reduce its stor-
age requirements or/and inference time. Taking advantage of the capabilities of these to model
compression techniques, we developed a method, namely InDistill6, that combines knowledge dis-
tillation and channel pruning in a unified framework for the transfer of the critical information
flow paths from a heavyweight teacher to a lightweight student. Such information is typically
collapsed in previous methods due to an encoding stage prior to distillation. By contrast, InDistill
leverages a pruning operation applied to the teacher’s intermediate layers reducing their width to
the corresponding student layers’ width. In that way, we force architectural alignment enabling the
intermediate layers to be directly distilled without the need of an encoding stage. Additionally, a
curriculum learning-based training scheme is adopted considering the distillation difficulty of each
layer and the critical learning periods in which the information flow paths are created.

model #parameters accuracy AUC

Resnet-50 (teacher) 23.9 m 99.5 99.9

Resnet-18 (student) 11.4 m 99.2 99.9

Table 14. AUC of teacher and student detection models on G set.

InDistill was applied on the detector model for transitioning from the ResNet-50 teacher model
consisting of 23.9 million parameters to a ResNet-18 student model with 11.4 million parameters.
The target was to enable the student model to achieve competitive performance compared to the
teacher model that demonstrates 99.5% accuracy and 99.9% AUC. Despite the student model
possessing 52.3% fewer trainable parameters than the teacher, InDistill led to nearly identical
performance levels, achieving an accuracy of 99.2% and an AUC score of 99.9%, as presented in
Table 14. The excellent performance of the compressed model enabled us to develop an Android
application for detecting GAN-generated images at the edge. To this end, we utilized the Pytorch
Lite Interpreter which allows for deploying pre-trained models for inference on Android devices.
Figure 31 presents the User Interface of the developed demo application7. Users have the option
to either use an image from their local storage or fetch a synthetic image directly from https://

thispersondoesnotexist.com/. Upon selection, the chosen image is processed by the lightweight
model and the result accompanied by a confidence score is displayed to the user.

4.1.5.2 Conclusions The main contributions of this work are:
1) We show the lack of generalization of state-of-the-art detectors in the cross-concept scenario.
2) We propose a sampling strategy for training data that considers image quality scoring.

6The InDistill method was developed in the context of T3.5 and will be presented in detail in the upcoming WP3
deliverable.

7Note that this is a prototype app developed by CERTH to help with the integration of the model. The fully
fledged UC1 app that is discussed in D8.4, Sec. 2.5.3, will be delivered in the coming months.
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Figure 31. The User Interface of the developed Android application for detecting GAN-generated images.

3) We demonstrate improved performance using the proposed approach in the cross-concept
settings of three concept classes for two generative architectures.

4) We apply a knowledge distillation and curriculum learning-based method to enable synthetic
image detection on off-the-shelf smartphones.

6) We provide our codes publicly available to facilitate future research on the field: https:

//github.com/dogoulis/qc-sgid and https://github.com/gsarridis/InDistill.

4.1.5.3 Relevant publications
• P. Dogoulis, G. Kordopatis-Zilos, I. Kompatsiaris and S. Papadopoulos, Improving Synthet-

ically Generated Image Detection in Cross-Concept Settings, Proc. of the 2nd ACM Intern.
Workshop on Multimedia AI against Disinformation, pp. 28-35, June 2023. [160].
Zenodo record: https://zenodo.org/record/7984285.

• I. Sarridis, C. Koutlis, S. Papadopoulos and I. Kompatsiaris, InDistill: Transferring Knowl-
edge From Pruned Intermediate Layers, arXiv preprint arXiv:2205.10003, 2022. [161].

4.1.5.4 Relevant software, datasets and other resources
• The Pytorch implementations can be found in
https://github.com/dogoulis/qc-sgid and
https://github.com/gsarridis/InDistill.

4.1.5.5 Relevance to AI4media use cases and media industry applications The pre-
sented method supports UC1 (AI for Social Media and Against Disinformation), specifically, the
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Feature 1A (Detection/Verification of Synthetic Media). According to 1A, journalists should use
AI tools to evaluate the authenticity of multimedia content and aid in the verification process. The
proposed method has been demonstrated to be able to detect images that have been generated
using StyleGAN2 and Latent Diffusion models, two of the most popular synthetic image models
to date. Additionally, this capability is possible to port to smartphones, which extends the ap-
plicability of these tools to more user scenarios, e.g. in cases where the images to be checked are
confidential or contain sensitive information and cannot be shared with third party services.

4.2 Audio-based DeepFake detection

This section focuses on current AI4Media activities related to the detection of audio DeepFakes.
The methods presented hereafter thus apply to both audio files and audio streams of video files.

In Section 4.2.1, we describe how to generate a coherent set of audio DeepFakes to be used
for training and testing of current and future DeepFake detection algorithms. In Section 4.2.2, we
present a first approach to distinguish real speech recorded with a device from synthetic speech
generated by text-to-speech algorithms. In Section 4.2.3 we report a novel method to distinguish
which device was used to record an audio file in the presence of non-negligible background noise.
Lastly, in Section 4.2.3, we introduce a method able to determine whether an audio track under
examination is unaltered or if it has been manipulated by splicing one or multiple segments recorded
by different device models, and to localize the splicing point.

4.2.1 Requirements for Synthetic speech generation

Contributing partners: CERTH, FHG-IDMT

In the course of the research project, a collaborative effort was undertaken by CERTH and FhG-
IDMT to generate and collect instances of synthetic and natural speech. This initiative was driven
by the need to address the prevailing challenges in synthetic speech detection, with the objective
of aligning the data used for training and validation of detection methods with the requirements
of the intended end-users [162].

During the data collection phase, it was observed that the usability of publicly available datasets
was significantly compromised due to a variety of issues. These issues encompassed undisclosed syn-
thesis algorithms, unpaired synthetic and real data, and an overly specific distribution of voice char-
acteristics, often skewed towards a single speaker. Furthermore, it was noted that these datasets
did not adequately cover contemporary synthesis methods [162].

A thorough analysis of public datasets was conducted, as shown in Table 15, revealing several
challenges. The ASVspoof dataset, while extensive, was limited by undisclosed synthesis algo-
rithms. The Half-Truth Dataset, despite its unique focus on detecting manipulated real audio, had
limited usability for systematic research. The FoR dataset, although balanced in terms of gender
and class, had undisclosed synthesis algorithms due to its challenge-driven nature. The WaveFake
dataset, while diverse in its synthesis methods, was skewed by a single female voice. The ADD
dataset had distribution restrictions, and the TIMIT-TTS dataset, although multi-speaker, was
limited by a single female voice representation. These challenges underlined the need for a more
comprehensive dataset for synthetic speech detection [162].

In response to these challenges, a position paper [162] was developed outlining the requirements
for a common, public dataset to facilitate research and development in synthetic speech detection.
The aim of these requirements was to bridge the existing gap between synthesis and detection
methodologies.
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The prerequisites for the proposed dataset were comprehensive and diverse. The dataset was
required to be phonetically diverse, balanced in terms of gender, and inclusive of a broad spectrum
of dialects. In addition, the process of data collection was structured to comply with legal regu-
lations pertaining to data protection, such as the European General Data Protection Regulation
(GDPR), the forthcoming California Privacy Rights Act (CPRA) in the United States, and other
similar future initiatives. This compliance was deemed essential to ensure the dataset’s usability
by researchers worldwide.

Moreover, the conditions for recording were ideally established in acoustically controlled envi-
ronments utilizing high-quality recording equipment. The dataset was also intended to comprise
paired bona-fide and synthetic data. The synthetic data was expected to be created using long
periods, of duration higher than a few seconds, to avoid wrong prosodies and to minimize their lack
of expressiveness. The synthetic data was also expected to be paired with the real data it should
be compared with, ensuring that all synthetic voices have a natural equivalent. This balance was
expected to be maintained in the real data as well.

The research underlined the importance of the interpretability of the developed detection sys-
tem, which was considered a key requirement in many court cases for the analysis to be admissible.
The research proposed to focus on collecting requirements for new research datasets compliant
with regulations and better representing real-case scenarios, on defining characteristics of future
trustworthy detection methods. The importance of federated learning as a collaborative technique
to quickly counter the constant flow of new synthesis methods released was also highlighted. Feder-
ated Learning (FL) enables the collaborative training of a neural network from siloed data centers
and remote devices, while preserving data privacy. However, it also introduces challenges due to
the heterogeneity of the data distribution among the network nodes. The research also emphasized
the importance of Explainable AI (XAI) in the context of synthetic speech detection. XAI algo-
rithms can provide insights and assist in the improvement of the existing AI solutions, particularly
in understanding the distinct voice characteristics that distinguish synthetic speech samples from
real audio samples.

4.2.1.1 Conclusions
Within this activity we collected several requirements of training and evaluation datasets suitable
for research on synthetic speech detection.

This analysis was necessary, since the open datasets available at the time of writing still do not
present the characteristics required for the production of a robust, interpretable detection system
that can be used in the media sector industry.

The requirements and related challenges were reported in a public conference paper [162], which
was presented to the research community at the main IEEE conference focused on forensics and
security (WIFS), receiving large acceptance by the audience and therefore achieving the potential
to steer future state-of-the-art research on the topic, beyond the activities carried out within the
AI4Media project.

4.2.1.2 Relevant publications
The activities related to the analysis of the requirements of research datasets for synthetic speech
detection led to the following conference paper:

• L. Cuccovillo, C. Papastergiopoulos, A. Vafeiadis, A. Yaroshchuk, P. Aichroth, K. Votis, and
D. Tzovaras, D., “Open Challenges in Synthetic Speech Detection,” in IEEE International
Workshop on Information Forensics and Security (WIFS), pp- 1–6, 2022 [162].
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Dataset Real Utterances Fake Utterances Notes

FoR 117,000 87,000 Gender balanced, class balanced and
truncated versions of the original dataset
are provided.

ASVSpoof 5,128 25,096 Different datasets are provided to tackle
three major forms of spoofing attacks,
namely replay, voice conversion and
speech synthesis.

WaveFake - 117,985 Fake utterances include a single female
voice, resulting in data distribution bias.

ADD 5,319 45,367 Low usability for systematic research
due to restrictions in distribution.

Half-Truth 26,554 26,554 Partially fake utterances are provided
for the purpose of detecting manipulated
real audio.

TIMIT-TTS - 79120 Includes several multi-speaker synthesis
methods while others are represented by
a single female voice.

Table 15. Available datasets for the development of spoofing attacks detection models.

4.2.1.3 Relevant software, datasets and other resources
Software related to synthetic speech generation is collected collaboratively in the aforementioned
shared GitLab repository, a screenshot of which is depicted in Figure 32.

The software is being used to create a open dataset for research on synthetic speech detection,
according to the principles outlined in [162]. Whereas the analysis of the requirements and
the selection of an initial set of synthesis algorithm has been carried out as part of AI4Media
in the paper mentioned above, the dataset generation is being carried out as part of the vera.ai
project, partially funded by the Horizon Europe program (grant agreement No. 101070093). After
completing the generation the dataset will be made publicly available and the related characteristics
will be reported in details in the upcoming D6.4 AI4Media deliverable, due in M48.

4.2.1.4 Relevance to AI4media use cases and media industry applications
This activity is a necessary prerequisite for the detection of synthetic speech, and thus is primarily
related to UC1 (AI for Social Media Against Disinformation) and UC2 (Ai for News: The Smart
News Assistant), that deal with disinformation detection. Furthermore, it relates to the “just
in time content verification” requirement of UC3 (AI for Vision: Video Production and Content
Automation), aiming at real-time detection of fabricated or manipulated content.

More specifically, our work helps identifying the requirement of training dataset required to
deliver robust and unbiased synthetic audio detection. At the time of writing, such a dataset does
not yet exist. Therefore, the information collected on the topic might be useful both to UC partners
to verify the correctness of the training data involved in the detectors to come, and to the whole
media industry as blueprint for contributing to the generation of such training and evaluation
dataset, fostering the research activities required to leverage the potential of AI.
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Figure 32. T6.2: Common repositories for synthetic speech generation.

4.2.2 Audio DeepFake detector

Contributing partners: CERTH

The rise of synthetic speech presents novel challenges in the field of auditory security, necessitating
rigorous countermeasures to ensure the integrity and authenticity of speaker verification systems.
This study aims to contribute to this growing field by evaluating the effectiveness of the Conformer
model [163], a hybrid architecture fusing Transformer and Convolutional Neural Network (CNN)
elements, for the task of synthetic speech detection. Utilizing the Logical Access (LA) partition
of the Automatic Speaker Verification Spoofing and Countermeasures (ASVspoof) 2019 dataset
[164], we examine the impact of data augmentation and transfer learning techniques on the model’s
performance. Specifically, we introduce a comparative analysis of four training conditions to elu-
cidate their influence on two key evaluation metrics: Equal Error Rate (EER) and t- Detection
Cost Function (t-DCF). This analytical discourse serves to further our understanding of best prac-
tices in deploying advanced machine learning techniques to bolster the security framework of audio
verification systems.

4.2.2.1 Experiments Dataset: In the sphere of audio security, the Automatic Speaker Ver-
ification Spoofing and Countermeasures (ASVspoof) 2019 challenge dataset [164] is an invaluable
asset. This all-encompassing dataset, encompassing both genuine and artificially generated speech
utterances, is the product of a broad array of Text-To-Speech (TTS) and Voice Conversion (VC)
systems.

The ASVspoof dataset is structured into two fundamental sections: the ’defender’ and ’at-
tacker’ subsets. The ’defender’ subset includes genuine utterances alongside a substantial volume
of spoofed utterances, the latter being a product of various TTS algorithms. Conversely, the ’at-
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tacker’ subset furnishes unseen training data, facilitating the generation of synthetic speech that
mirrors the characteristics of the target speakers.

The primary emphasis of this study is the Logical Access (LA) partition of the ASVspoof 2019
dataset. The LA subset has been specifically crafted for the discernment of genuine and spoofed
utterances within communication networks, a pivotal component in strengthening the security
fabric of modern digital communication systems.

For the purpose of this study, a balanced training dataset was created from the LA subset,
ensuring equal representation of each class with a total of 11,000 samples, of which 7,000 were
allocated for training, 2,000 for validation, and 2,000 for testing. This strategy was designed to
mitigate any potential class bias during the training process, thus enhancing the reliability and
robustness of the synthetic speech detection model.

Despite the ASVspoof 2019 dataset having certain constraints, notably the undisclosed nature
of some synthesis algorithms, it continues to be an exceedingly valuable open-source resource for
training and evaluation in the synthetic speech detection field. The dataset indirectly encapsulates
possible interactions among feature extraction networks, voice conversion techniques, and vocoders
in its data distribution, thereby enriching its utility for such applications.
Conformer Model: Transformers, first introduced by Vaswani et al. [163], revolutionized the
field of natural language processing (NLP) by establishing a new paradigm for sequence learning
tasks. Despite its initial application in machine translation, the success of the Transformer model
soon permeated other NLP tasks, spurring the development of various Transformer-based models.

The Conformer model, proposed by Gulati et al. [165], innovatively merges the Transformer
and Convolutional Neural Network (CNN) architectures. This hybrid approach was designed to
address limitations of Transformer models in processing sequential data, particularly in the area
of speech recognition.

The Conformer model utilizes a novel building block, the Conformer block, which seamlessly
integrates the elements of both Transformer and CNN architectures. The block consists of four
main components, depicted in Figure 33:

• Feed-forward module: A pair of feed-forward networks (FFN) positioned at the beginning and
end of the block. Each FFN follows the traditional setup with two linear layers, separated
by a Swish activation function.

• Multi-head self-attention module: Borrowed from the Transformer architecture, this module
computes the attention scores for each pair of elements in the sequence, enabling the model
to capture long-range dependencies.

• Convolution module: This is a 1D depthwise separable convolution module that performs
local feature extraction. Depthwise separable convolutions, introduced by Chollet in Mo-
bileNet [166], are a variant of convolutions that reduce the model size and computation while
maintaining performance.

• Macaron-style feed-forward module: This module, named after the MacaronNet [167], adds
another feed-forward module in the middle of the block, further enhancing the model’s ca-
pacity.

By combining local feature extraction capabilities of CNNs with global context understanding
of Transformers, the Conformer model outperforms conventional Transformer models in various
tasks, most notably in automatic speech recognition (ASR). This novel architecture marks an ad-
vancement in the lineage of Transformer-based models, underlining the potential of hybrid models
for tackling complex sequence learning tasks.
Data Augmentation: The efficient and intelligent utilization of data plays a pivotal role in
the development of robust and generalizable machine learning models. One such strategy is data
augmentation, which seeks to enhance the diversity and size of the available dataset by apply-
ing a variety of transformations, hence mitigating the risk of overfitting and improving model
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Figure 33. A representation of the Conformer block, showing its various components: the feed-forward module,
the multi-head self-attention module, the convolution module, and the Macaron-style feed-forward module. The
Conformer block combines the local feature extraction of CNNs with the global context understanding of
Transformers. Figure adapted from [165].

generalizability [168].
In the realm of audio processing, there are several commonly applied data augmentation tech-

niques, which include time masking, frequency masking, random trimming, and random noise
injection. These techniques were applied to an audio sample and the resulting Mel-Spectrograms
were visualized and compared to the original, non-augmented spectrogram that can be seen in
Figure 34.

Time masking is a procedure that involves altering a random segment of the spectrogram along
the time axis, effectively simulating the effect of temporarily muting the audio [169]. In contrast,
frequency masking modifies a random section along the frequency dimension, mimicking the effect
of a particular frequency band being obscured during the recording process.

Random trimming represents another augmentation approach, although its effect on the spec-
trogram may not be visually significant. It is a technique that removes a random section from
the start or end of the audio sample, simulating the scenario where the audio recording starts late
or ends early. It contributes to the model’s ability to handle variable-length inputs and increases
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robustness against partial data [170].
The injection of random noise into the audio is a widely adopted data augmentation technique,

serving to increase the model’s robustness against background noise [171]. This technique involves
adding a small quantity of random noise to the audio signal, mirroring the real-world scenarios
where recordings are often contaminated with a variety of noises.

By employing these data augmentation techniques, the model’s exposure to a diverse set of data
is increased, thereby enhancing its ability to generalize and perform effectively on unseen data.

Figure 34. This figure illustrates the Mel-Spectrogram of an audio sample before and after various audio data
augmentations. The original Mel-Spectrogram is shown at the top, and the spectrograms after Time Masking,
Frequency Masking, Random Trimming, and Random Noise augmentations are displayed in a 2x2 grid below.

Training Process and Experimental results: Our study focused on the training of a Conformer
model for the task of synthetic speech detection. The model was subjected to different training
conditions to evaluate the impact of data augmentation and transfer learning on its performance.
The training process was executed using the Adam optimizer with a learning rate of 1 × 10−4,
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a batch size of 32, and for a maximum of 50 epochs. The loss function employed was binary
cross-entropy.

We trained four different versions of the model:

1. A baseline model without data augmentation or transfer learning.

2. A model trained with data augmentation but without transfer learning.

3. A model trained with transfer learning but without data augmentation.

4. A model trained with both data augmentation and transfer learning.

Data augmentation was performed on the mel-spectrograms of the audio samples, which in-
cluded time masking, frequency masking, random noise and audio trimming. Time masking was
applied to a maximum of 20 time steps and frequency masking was applied to a maximum of 10
frequency bins. Each of these augmentations was applied with a probability of 0.1. These tech-
niques are known to help the model generalize better to unseen data by providing more diverse
training examples.

For the models trained with transfer learning, pre-trained weights from a similar Automatic
Speech Recognition (ASR) task were used as the initial weights. This approach was chosen as
an audio model based on spectrograms would have more relevant information for an audio task
compared to using weights from a task like ImageNet, which is based on visual data. Transfer
learning is known to help the model learn faster and achieve better performance by leveraging
knowledge from a related task.

For the single-channel representation of the audio samples, Mel spectrograms were used. The
Mel spectrogram is a visual representation of the normalized, square magnitude (power spectrum)
of the Short-Time Fourier Transform (STFT) coefficients produced via the computation of Fourier
Transform for successive frames in an audio signal[172]. However, unlike the STFT spectrogram,
the frequency axis in a Mel spectrogram is scaled to the Mel scale, an approximation of the nonlinear
scaling of the frequencies as perceived by humans. The Mel spectrograms were computed with a
frequency axis of 128, FFT points of 2048, and a time axis of 256.

The performance of the models was evaluated using two metrics: Equal Error Rate (EER) and
t-DCF. The Equal Error Rate (EER) [173] is a commonly used metric in binary classification tasks,
especially in the field of biometrics and speaker verification. It represents the point at which both
false acceptance rate (FAR) and false rejection rate (FRR) are equal. In the context of synthetic
speech detection, a false acceptance occurs when a synthetic (fake) speech is incorrectly classified
as genuine, while a false rejection occurs when genuine speech is incorrectly classified as synthetic.
A lower EER indicates better performance of the model, with 0 being the ideal EER, indicating
no false acceptances or rejections.

The t-DCF (t- Detection Cost Function) [174] is a more recent evaluation metric specifically de-
signed for the ASVspoof challenge to measure the performance of countermeasures against spoofed
speech attacks. The t-DCF takes into account both the performance of the countermeasure (CM)
system and that of an automatic speaker verification (ASV) system. It provides a principled way
of comparing different spoofing countermeasures under a range of different operating conditions,
reflecting the trade-off between false alarms and missed detections. A lower t-DCF indicates better
performance, with 0 being the ideal score.

The results are summarized in Table 16.
These results suggest that both data augmentation and transfer learning can improve the

performance of the Conformer model on the task of fake speech detection. However, the best
performance was achieved when both techniques were used together.
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Augmentation Transfer Learning EER t-DCF

No No 10.8% 0.20

Yes No 9.7% 0.19

No Yes 9.3% 0.18

Yes Yes 8.01% 0.17
Table 16. Performance of the Conformer model for fake speech detection under different training conditions.

4.2.2.2 Conclusions This study presented a comprehensive approach to the detection of syn-
thetic speech, leveraging the synergistic combination of state-of-the-art feature extraction, data
augmentation, and deep learning techniques. The integration of advanced audio data augmen-
tation methods enriched the model’s exposure to various audio characteristics, strengthening its
generalization capabilities. The utilization of the robust Conformer model, with its unique fusion
of Transformer and Convolutional Neural Network architectures, proved to be highly effective for
this complex classification task. Importantly, the incorporation of transfer learning strategies am-
plified the model’s performance, substantiating the value of pre-existing knowledge in augmenting
predictive accuracy. Experimental results on the ASVSpoof 2019 dataset were promising, with the
model achieving superior performance metrics in terms of both EER and t-DCF, particularly when
data augmentation and transfer learning were applied in tandem.

4.2.2.3 Relevant publications
• No relevant publications published yet.

4.2.2.4 Relevant software, datasets and other resources
• No additional resources published yet.

4.2.2.5 Relevance to AI4media use cases and media industry applications This re-
search is focused on the development of a robust deep-learning-based framework for the detection
of synthetic audio, specifically engineered to be incorporated into UC1’s existing synthetic audio
detection application. Targeting a user base of media professionals, including those in journalism,
film, and gaming, the enhanced application aspires to be more than a mere binary classifier. It
aims to deliver an end-to-end solution that not only labels audio samples as ’real’ or ’synthetic’
but also enhances the decision-making process through transparent, explainable AI methodologies.

4.2.3 Microphone classification in noisy environments

Contributing partners: FHG-IDMT

Microphone classification is a classic problem related to the authenticity analysis of audio record-
ings. Given an unlabeled audio signal x(t) and a set X = {xi} of known recording devices, the
goal of microphone classification is to determine which device xi was used to acquire the audio
signal under investigation, given a device fingerprint extracted from the device. In terms of ma-
chine learning, the operation consists a closed-set classification task, in which a pre-trained model
classifier predicts a label xi, given a feature vector extracted from the input signal x(t), as shown
in Figure 35.
The problem has been thoroughly addressed in the literature, e.g. in [175]–[179], by creating device
fingerprints which model the microphone frequency response of the device, denoted by Fmic(f) in
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Figure 35. High level schema for closed-set microphone classification.

eq. (3)

x(t) =

∫
Fmic(f) · [S(f) + Nenv(f)] df. (3)

In the equation above, S(f) denotes the input (speech) signal in the frequency domain, Nenv(f)
denotes any environmental additive noise in the frequency domain, and x(t) the resulting audio
signal under analysis. State-of-the-art methods work remarkably well in nearly noiseless conditions
– i.e., by assuming Nenv(f) = 0 in eq. (3) – but suffer from a great performance decrease whenever
applied to noisy conditions, when the assumption does not hold; e.g., the accuracy of [176], [177]
drops dramatically from about 99% to about 36% if the Signal to Noise Ratio (SNR) drops from
+∞ to 20dB.

In our method, we addressed the issue by introducing a denoising block, highlighted in green in
Figure 36, which transforms the log-magnitude spectrogram of x(t) by removing the influence of the
additive noise Nenv(f). The rationale behind this choice was to develop a universal approach, to be
applied independently from the specific feature extraction mechanism or the selected classification
model: the log-magnitude spectrogram is a basis foundation not only of [176], [177], i.e., the baseline
that we included for the first experiments on the topic, but of the near totality of publications
addressing microphone classification, such as the aforementioned [178].

Figure 36. Schema of the proposed approach for microphone classification in noisy conditions.

4.2.3.1 Experiments
The first experiments, which were the focus of our first publication of microphone classification in
noisy environments [180], aimed at determining the denoising algorithm best fitting the purpose
among several candidates:

• Total Variation [181]: Based on Digital Signal Processing (DSP), performs image denoising
based on the minimization of a constrained minimization problem.
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• Non-local means [182]: Based on DSP, performs image denoising by replacing each pixel by
a weighted average of all similar pixels in the rest of the image.

• Bilateral filtering [183]: Based on DSP, performs image denoising by replacing each pixel by
a weighted average of all similar, nearby pixels.

• Wavelet BayesShrink [184]: Based on DSP, leverages wavelet decomposition to filter-out
high frequency components associated to the noise.

• DnCNN [185]: AI-based approach for image denoising aiming at solving the problem by
correctly predicting not the original clean image u, but rather the residual noise n associated
to it.

• Audio Denoising Autoencoder (Audio DAE) [186]: AI-based approach for audio denoising in
the time domain, aiming at reconstructing the clean audio signal u(t) from its noise corrupted
version v(t) = u(t) + n(t)

The modified pipeline including denoising was then tested on the MOBIPHONE dataset [187].
This dataset contains audio recordings from 21 mobile-phones produced by 7 manufacturers, and
was specifically devised for evaluating microphone classification. It contains utterances lasting
30 seconds each, spoken by 12 female and 12 male speakers and captured in a silent laboratory
environment using a sampling rate of 16 kHz and the GSM-AMR encoding. The final recordings
were then distributed as uncompressed WAV files with PCM encoding. Speakers, encoding and
devices are thus completely uncorrelated with the ones present in the LibriSpeech corpus.

To obtain our final noiseless dataset for training and testing, we split the MOBIPHONE record-
ings in non-overlapping segments of 4.112 seconds, obtaining 168 noiseless examples per class. The
same segments were then corrupted using additive white Gaussian noise with 25dB SNR, obtaining
168 noisy examples per class. For brevity, we will hereon use MOBI+∞ to denote the noiseless
examples, and MOBI25 to denote the noisy ones – i.e., the index denotes the SNR.

The dataset preparation for the denoiser comparisons was performed as follows:

1. We corrupted all audio files in the MOBIPHONE dataset with additive white Gaussian noise,
using a SNR of 25 dB.

2. We extracted log-power spectrograms from the clean MOBIPHONE dataset, obtaining a
reference set Xideal(f)

3. We extracted denoised log-power spectrograms from the noisy audio files, obtaining a bench-
mark set X̂25(f)

4. We split both reference set and benchmark set into training and testing portions, obtaining
the four distinct sets Xtrain

ideal (f), X̂train
25 (f),Xtest

ideal(f), X̂test
25 (f)

After obtaining the four aforementioned sets, we compared the outcome of the denoising using 3
different metrics:

1. PSNR: Average Peak Signal-to-Noise Ratio (PSNR) between corresponding pairs of Xtest
ideal(f)

and X̂test
25 (f)

2. SSIM: Average Structural Similarity Index Measure (SSIM) between corresponding pairs of

Xtest
ideal(f) and X̂test

25 (f)
3. MCA: Microphone Classification Accuracy (MCA) of the baseline trained on Xtrain

ideal (f) and

tested on X̂test
25 (f)

The first two metrics relate directly to the visual quality of the denoising: The PSNR quantifies
the closeness in terms of pixel energy between the original spectrogram and the denoised one, while
the SSIM their similarity in terms of luminance, contrast and structure. The MCA metric is meant
to capture to which extent the classification is possible after the denoising operation: aggressive
denoisers may remove too much content from the log-power spectrogram, while ineffective ones
may remove too little disturbance for being of any help.
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The outcome of this evaluation is reported in Table 17, according to which we selected the
DnCNN [185] as most appropriate denoising algorithm. Its PSNR is superior to the Audio DAE
by more than 6dB, and the SSIM is beyond the one achieved by the DSP-based denoisers. The
most promising score, however, was the MCA itself: without retraining the classifier, which would
probably improve the performances but could be a costly operation, we achieved an accuracy of
about 69%, which is significantly beyond the accuracy of all other alternatives.

Given a target original image X and an input image Xnoise = X + N corrupted by Gaussian
noise N , the DnCNN network is able to compute an estimate N̂ of the input noise, and thus an
estimate X̂ of the original image. In our proposal, the input image X and the Gaussian noise
N coincide respectively with the input spectrogram S(f) and environmental noise Nenv(f) from
eq. (3), as depicted in Figure 37.

Denoiser
Performances (#)

PSNR SSIM MCA

Total Variation [181] 20.56 0.81 34.40

Non-Local Means [182] 20.59 0.83 36.69

Bilater Filtering [183] 20.33 0.81 33.67

Wavelet BayesShrink [184] 20.62 0.82 39.06

DnCNN Architecture [185] 27.80 0.86 69.09

Audio DAE Architecture [186] 21.02 0.76 26.47

Table 17. Denoising Baseline Benchmarks

Figure 37. DnCNN application to audio spectrograms.

In a second study, which eventually led to a second publication on the topic of microphone clas-
sification in noisy conditions [188], we focused on determining the applicability of the method on
various algorithms, using different basic features for microphone classification:

• f1: A full blind estimate of the microphone frequency response [189].
• f2: A hand-crafted multidimensional feature for microphone classification [176]
• f3: A descriptor of average energy differences between frequency bands [178]

Table 18 shows the different accuracies obtained downstream the identification process with and
without the denoiser preprocessing, as the SNR of the input audio recording varies. A different
Support Vector Machine (SVM) classifier was trained for each feature, while the Clean (noiseless,
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i.e., MOBI+∞) training set was kept constant across SNRs. Analyzing the results, we can see how
the noise removal process improves the performance of all three features.

Feature DnCNN
Test Dataset

20dB 25dB 30dB 35dB Original

f1
✓ 57.5 69.1 83.7 84.2 95.1

✗ 36.0 41.8 50.4 60.6 99.2

f2
✓ 47.2 49.3 53.9 57.5 96.5

✗ 26.7 33.3 39.7 50.8 99.9

f3
✓ 64.8 74.4 78.0 85.6 99.3

✗ 42.6 52.8 58.2 77.7 99.2

Table 18. Microphone Classification in Noisy Conditions: Identification Accuracy [%] between the three features
for different test SNRs, with and without the DnCNN denoiser contribution, using the Clean training for the
SVM classifier.

Up to this point, we tested the system with different SNRs while using the sole clean files for
training. To overcome this limitation, we trained three different SVMs per feature, on different
variations of the MOBIPHONE datasets:

• Clean: classical training, with features obtained from noiseless recordings;
• Mixed : multi-scene data augmentation training, with features obtained from recordings hav-

ing a variable SNR between 20dB and 35dB and the noiseless one, i.e., the original;
• Denoised : multi-scene data augmentation training, with features obtained from denoised

recordings that had variable SNR between 20 and 35dB and the noiseless one.

The corresponding results are shown in Table 19. We can observe that M(ixed) training turns
out to be somehow effective for f2 and f3 concerning all five SNRs, if compared to case C(lean).
The feature f1, behaves differently, to the point that from 30dB SNR we notice a convenience in
training on noiseless recordings. Most importantly, training on the D(enoised) set seems to be
consistently the best option, leading to a strong boost in the identification performance. Indeed,
the results obtained while training on the augmented D(enoised) set approach the ones obtained
in the noiseless ideal case.

4.2.3.2 Conclusions
Within this activity, we proposed a robust method capable of identifying a recording device in
noisy conditions, i.e., we advanced the existing state of the art to cope with real-life recordings
which otherwise could not have been processed.

The limitation of the proposed method lies in the accuracy itself (which might be included)
and in the lack of a large scale evaluation: Even though the results suggest that a classification
based on the model of the device might be feasible, the generality of this statement has yet to be
proved.

Furthermore, the paper did not address open-set classification, in which the model of the device
used in the recording at hand might fall outside of the training set: Using the method as-is, without
considering this limitation, might lead to a strong bias in the conclusions drawn by the final user.
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4.2.3.3 Relevant publications
The activities related to microphone classification in noisy conditions led to two conference papers
on the topic:

• L. Cuccovillo, A. Giganti, P. Bestagini, P. Aichroth, and S. Tubaro, “Spectral denoising
for microphone classification,” in ACM International Workshop on Multimedia AI against
Disinformation (MAD), pp. 10–17, 2022 [180].

• A. Giganti, L. Cuccovillo, P. Bestagini, P. Aichroth, and S. Tubaro, “Speaker-independent
microphone identification in noisy conditions,” in European Signal Processing Conference
(EUSIPCO), pp. 1047–1051, 2022 [188].

4.2.3.4 Relevant software, datasets and other resources
• No additional resources published yet.

4.2.3.5 Relevance to AI4media use cases and media industry applications
This activity contributes to the detection of manipulated speech, and thus is primarily related to
UC1 (AI for Social Media Against Disinformation) and UC2 (AI for News: The Smart News Assis-
tant), that deal with disinformation detection. Furthermore, it relates to the “just in time content
verification” requirement of UC3 (AI for Vision: Video Production and Content Automation),
aiming at real-time detection of fabricated or manipulated content.

More specifically, our work might help identifying the model of the recording device used for
creating a specific audio signal. The resulting information could be used to verify the correctness
of the statements provided upon the content, thus supporting the detection of decontextualization
of pristine material (e.g., a recording with a video camera reported as being captured by a mobile
phone).

Furthermore, the same information could be used in court-cases for verification of evidence
allegations, or could be leveraged by the media industry to annotate large media archives (e.g.,
bounding the microphone model to the expected audio quality).

Feature DnCNN
Training

Dataset

Test Dataset

20dB 25dB 30dB 35dB Original

f1

✗ M 67.3 68.9 67.3 68.0 83.4

✓ C 57.5 69.1 83.7 84.2 95.1

✓ D 83.6 92.6 96.7 95.6 95.3

f2

✗ M 86.0 94.2 96.3 96.2 94.3

✓ C 47.2 49.3 53.9 57.5 96.5

✓ D 92.7 96.2 98.1 98.5 93.5

f3

✗ M 75.3 85.6 91.9 96.5 98.5

✓ C 64.8 74.4 78.0 85.6 99.3

✓ D 93.6 97.8 98.4 98.0 96.2

Table 19. Microphone Classification in Noisy Conditions: Identification Accuracy [%] of our system, for all the
three features and tested using different SNRs and SVM training sets, i.e., M(ixed), C(lean), D(enoised).
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4.2.4 Microphone traces analysis for audio splicing detection

Contributing partner: FHG-IDMT

In recent years, the multimedia forensic community has dedicated significant efforts to developing
solutions for evaluating the integrity and authenticity of multimedia objects. Most of the focus at
present addresses manipulations performed using advanced deep learning techniques, among which
the creation of fully synthetic audio files (“deepfakes”). However, it is crucial to recognize that
alongside these complex forgeries, there are simple yet highly effective manipulation techniques
that do not require the use of state-of-the-art editing tools. These techniques remain a significant
threat.

One such example is audio splicing for speech signals, where multiple speech segments from
various recordings of an individual are concatenated and combined to create a new fake speech.
This simply yet effective method has the power to completely alter the meaning of an existing
speech by merely adding a few words. With this research we aimed to address the overlooked
problem of detecting and locating audio splicing across different models of acquisition devices.
Our objective was to determine whether an audio track under examination is unaltered or if it
has been manipulated by splicing one or multiple segments obtained from various device models.
Additionally, if a recording is identified as spliced, we strived to identify the specific point in the
temporal dimension where the modification has been introduced.

Our research, published in a corresponding journal paper [190], relied on the premise that each
distinct audio segment, when combined with others, possesses unique characteristics that set it
apart. By analyzing whether these audio recording characteristics undergo changes over time, we
can effectively detect and pinpoint the presence of splicing. We therefore proposed to employ a
Convolutional Neural Network (CNN)-based technique for extracting audio embeddings specific
to various models of acquisition devices, considering different time windows. Subsequently, we
performed a clustering process to identify potential inconsistencies among the embeddings, which
could indicate the presence of multiple devices being used. If splicing is detected, we proceed to
determine the exact point of splicing by measuring the distances between embeddings and further
enhance the accuracy of the detection results. The high level schema is depicted in Figure 38.

Figure 38. High level schema for splicing detection. In case (a), the window xw contains samples from multiple
models: embeddings of xw−1 and xw+1 will be far from each other; In case (b), the splicing point falls exactly
between the windows xw−1 and xw.

Let us denote with x an input recording, and with xq the same input recording from which the
first q samples were removed. Futhermore, let us denote with Xemb

q = {xemb
q [w]}, w ∈ [1,W ] a set

of embeddings obtained for all W non overlapping analysis frames of each xq. Finally, let us denote
with yq a detection function obtained by computing the distance of consecutive embeddings, i.e.:

yq[w] = d
(
xemb
q [w], xemb

q [w − 1]
)
, w ∈ [1,W − 1], (4)

with d(·, ·) a suitable distance for the embeddings. The splicing point can be uniquely determined
by evaluating

ŵ = arg max
w∈W

(
max
q∈Q

yq[w]

)
, (5)
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as long as both the embeddings and the distance function are well defined.

To extract the embeddings, we propose to rely on a the next-to-the-last layer of a CNN network
for microphone classification [191], which is trained using Binary Cross Entropy (BCE) on one-hot
encoded labels of the microphone devices. A suitable metric for such embeddings is the cosine
distance, i.e.:

yq[w] = 1 −
xemb
q [w] · xemb

q [w − 1]∥∥xemb
q [w]

∥∥ ·
∥∥xemb

q [w − 1]
∥∥ . (6)

4.2.4.1 Experiments
Several experiments were conducted to measure the quality of the proposed approach, and can
be read in full details in [190]. Within this pages, we would like to focus on the comparison in
terms of splicing detection of our methods against two baselines that we implemented specifically
as comparison.

As first baseline, we considered [192], i.e., a method for splicing detection based on reverberation
clues. As second baseline, we considered the [177], i.e., a open-set microphone classification method
with an explicit discrimination function comparable to the one we proposed, but based on a blind
estimate of the transmission channel.

Figure 39 shows the Receiver Operating Characteristic curves (ROC curves) obtained for the
two baselines (Baseline 1 and Baseline 2) and our method (Proposed) tested on a clean dataset
(i.e., tracks not affected by noise or compression), produced by thresholding the maximum value of
the detection function yq[w], i.e. the output of the most prominent splicing point. In the detection
test, we consider as true positives all the spliced tracks that were correctly detected as such, and
as true negatives all the pristine tracks that were correctly detected as pristine.

These results show that the proposed method achieves the same Area Under the Curve (AUC) of
the best baseline. However, this is not the only metric of interest. To better capture the behaviour
of the method, Table 20 presents the performance in terms of both AUC and balanced accuracy
when the best working point is selected. These results show that the proposed preliminary method
outperforms both baselines, reaching a balanced accuracy of 96%, whith a maximum localization
error of about 0.012 seconds.

Figure 39. Audio splicing detection performance

Method AUC Accuracy

Baseline 1 [192] 0.80 0.77

Baseline 2 [177] 0.95 0.86

Proposed Method 0.95 0.96

Table 20. Audio splicing detection performance

4.2.4.2 Conclusions Within this activity, we proposed a novel method capable of detecting
splicing points based on the traces left by the microphone devices. This kind of tampering detection
was never attempted before, and remarkably makes use of AI up to the estimation of the microphone
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embeddings. Therefore, the detection process is completely transparent to the user, and can be
monitored improving trustworthiness and fault tolerance.

Beyond the initial application of tampetind detection, the proposed technique proved to be
potentially applicable to synthetic speech detection: Embeddings trained for microphone analysis
proved to be usable for the attribution of the synthesis algorithm applied to generate the test
recordings. In the future we would like to investigate this matter further, and to verify if the
embeddings might also be used for blind synthetic speech detection.

4.2.4.3 Relevant publications
The activities related to microphone traces analysis for audio splicing detection led to the following
journal paper on the topic:

• D. U. Leonzio, L. Cuccovillo, P. Bestagini, M. Marcon, P. Aichroth, and S. Tubaro, “Audio
splicing detection and localization based on acquisition device traces,” IEEE Transactions
on Information Forensics and Security (TIFS), vol. 18, pp. 4157–4172, 2023 [190].

4.2.4.4 Relevant software, datasets and other resources
• No additional resources published yet.

4.2.4.5 Relevance to AI4media use cases and media industry applications
This activity contributes to the detection of manipulated speech, and thus is primarily related to
UC1 (AI for Social Media Against Disinformation) and UC2 (AI for News: The Smart News Assis-
tant), that deal with disinformation detection. Furthermore, it relates to the “just in time content
verification” requirement of UC3 (AI for Vision: Video Production and Content Automation),
aiming at real-time detection of fabricated or manipulated content.

More specifically, our work might help identifying recordings which were manipulated by splicing
together segments captured by different devices. Whenever this splicing occur within a sentence
which supposedly should not contain any manipulation, the alarm might be used to flag the content
as potentially questionable, and therefore to be double-checked.

The same information could be used in court-cases for tampering detection of questioned ev-
idence, or could be leveraged by the media industry to annotate large media archives (e.g., by
automatically segmenting interview, or by supporting the automatic generation of cuesheets for
archive content produced using legacy editing software).

4.3 Content-based Detection of Bot-generated Tweets

Contributing partners: CEA

Recent advances in automatic text generation enable the generation of short coherent text that
imitates the style of the human-elicited text on which the models have been trained [193]–[196].
Potential misuse of these models includes the fast spreading of disinformation. In the context of
an increasing political polarization, this could be detrimental to democracy and carry on actions
which may cause public troubles. Methods which automatically discriminate short texts which are
generated by humans from those generated by bots should be investigated to prevent such actions.
However, this task is very challenging when very little background information is available for an
account. Early detection is therefore crucial in order to stop disinformation campaigns before they
spread significantly on the network [197].

Previous research focused on the identification of bots based on the analysis and the identifica-
tion of anomalous behavior [197], [198] or on the mining of profile information [199]. Closer to our
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work is the approach proposed by the authors of [200]. They collected original tweets from human
accounts (accounts the content of which is written by a person) and their fake bot counterparts
maintained by people on the Twitter platform (accounts the content of which is written by text
generation algorithms). They analyzed the performance of several classification models accord-
ing to the technology used for tweet generation. They show that RoBERTa [201], a pretrained
language model based on the transformer architecture [163] obtains the best performance across
all configurations. The authors retrieved 23 bot accounts and 17 human accounts through the
platform API. Although individual tweets are different in both train and test datasets, accounts
are not unique in either part. This prevents from evaluating the generalization capabilities of their
approach. Moreover, the authors highlight that tweets generated by GPT-2 [194] are more difficult
to detect than tweets generated by older methods (e.g. AWD-LSTM). These approaches assume
a significant amount of background information or of automatically- and human-generated text is
available for each account. They do not enable the early detection of bot accounts, while detection
is most useful before accounts start spreading misinformation.

We generalize the approach introduced in [200] by proposing a method which detects bot-
generated tweets after the occurrence of a single tweet. Equally important, no network or profile
information is required. Put simply, our method aims to detect bots after only one tweet and has
the potential to counter disinformation campaign in an effective manner. Our main contributions
are the following:

• We create a new dataset for deep fake tweet detection which contains 47 political and public
personalities Twitter accounts. We generate their fake counterparts using GPT-2.

• We investigate the use of the newly generated dataset to improve the performance of a
RoBERTa classifier on the [200] dataset.

• We investigate the generalization capabilities of a classification algorithm across Twitter
accounts by creating a new dataset based on TweepFake.

4.3.1 Experiments

4.3.1.1 Datasets
Experiments and reported results are based on the TweepFake dataset and on a newly collected

dataset. TweepFake contains 25,572 tweets (half humans, half bots). Tweets are generated with
several algorithms. Further information about the human accounts and their bot counterparts is
available in the original paper [200].

The newly collected dataset contains 47 accounts and 725,227 original tweets. As we mentioned
earlier, we keep half of them to finetune one GPT-2 model per account and the other half is split
into train (290,081), dev (36,260) and test sets (36,282). We generate the same amount of fake
tweets for each part of the corpus resulting in a balanced dataset.

4.3.1.2 Tested Models
Our classifiers are based on the RoBERTa model (small version) to which we add a classification

head. The head is composed of a 2-layer feedforward neural network whose hidden layer has the
same size as the input layer. We use tanh as activation function an a dropout rate of 0.1 on both
input and hiddent layers. The classification model is trained to minimize a Binary Cross Entropy
loss. We train for 5 epochs with a learning rate of 1e−5 for the transformer model and 1e−3 for the
classification head and a linear warmup of a 1/2 epoch (10%). We use AdamW as optimizer and
a mini-batch size of 16. We implement our models using the library transformers8. We keep the
best performing model on the development set (tested at the end of each epoch) and apply it on

8https://github.com/huggingface/transformers
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the test set at the end of training. To assess the robustness of our model to the random seed, we
run 5 experiments per configuration and report mean scores along with their standard deviations.

Concerning generation, we fine-tune the large version of GPT-2 (774M parameters) for one
epoch with a learning rate of 1e−5 and a mini-batch size of 16. We use a temperature of 0.7 during
tweets generation. Our implementation is based on the library aitextgen9.

Dataset Human Bot Global

# P R F1 P R F1 Acc.

TweepFake 0.922 ±0.004 0.902 ±0.008 0.912 ±0.004 0.904 ±0.007 0.924 ±0.004 0.914 ±0.003 0.913 ±0.004

1 0.705 ±0.018 0.854 ±0.035 0.771 ±0.010 0.816 ±0.027 0.641 ±0.043 0.716 ±0.021 0.747 ±0.011

2 0.667 ±0.020 0.788 ±0.054 0.721 ±0.016 0.743 ±0.028 0.603 ±0.059 0.663 ±0.026 0.695 ±0.010

3 0.945 ±0.018 0.809 ±0.028 0.871 ±0.010 0.834 ±0.017 0.952 ±0.018 0.889 ±0.004 0.880 ±0.007

4 0.932 ±0.009 0.822 ±0.010 0.873 ±0.003 0.841 ±0.006 0.940 ±0.009 0.888 ±0.003 0.881 ±0.003

5 0.582 ±0.033 0.837 ±0.036 0.685 ±0.017 0.705 ±0.034 0.392 ±0.096 0.498 ±0.082 0.615 ±0.036

6 0.950 ±0.018 0.928 ±0.024 0.939 ±0.009 0.930 ±0.020 0.951 ±0.019 0.940 ±0.008 0.939 ±0.008

7 0.640 ±0.021 0.764 ±0.041 0.696 ±0.008 0.708 ±0.016 0.568 ±0.059 0.628 ±0.030 0.666 ±0.011

8 0.598 ±0.018 0.897 ±0.044 0.716 ±0.011 0.799 ±0.041 0.393 ±0.068 0.522 ±0.053 0.645 ±0.019

9 0.961 ±0.013 0.850 ±0.019 0.902 ±0.010 0.866 ±0.014 0.965 ±0.013 0.913 ±0.008 0.908 ±0.009

10 0.947 ±0.018 0.848 ±0.024 0.894 ±0.007 0.863 ±0.017 0.951 ±0.018 0.905 ±0.004 0.900 ±0.000

Table 21. Results for cross-account experiments with RoBERTa on TweepFake. We split randomly the TweepFake
dataset into train, dev and test sets along the human(s)-bot(s) pair axis following the 80/10/10 ratio. We repeat
this step 10 times and we run 5 experiments with each dataset. We report mean Precision (P), Recall (R) and
F1-score (F1) for each account type (Human vs. Bot) and the mean global accuracy (Acc.). We present also the
standard deviation for each score. For comparison, we report a simple RoBERTa baseline on TweepFake original
split.

4.3.1.3 Results
Generalization capabilities. Performance obtained for the different corpus splits is presented

in Table 21 along with our baseline. Depending on the random split, the global accuracy is varying
from 0.615 to 0.939 with several standard deviation going beyond four points, suggesting that in
some cases, the model encounters difficulties to generalize across accounts. These results show
that generalization is a key issue for detecting generated tweets at an early stage. Models and
algorithms that are proposed in the literature must ensure that they are able to generalize beyond
the accounts used in their datasets.

Improving GPT-2 tweet detection. To assess the quality of our generated dataset, we
sample 10 random datasets, split across the human(s)-bot(s) pairs, and learn one10 classification
model (RoBERTa) per split. Results are presented in Table 22. The performance obtained on these
datasets is higher than the one obtained on GPT-2 tweets from TweepFake, suggesting that our
generated tweets are easier to discriminate. We select the best performing model on bot accounts
(number 3 in our case) and keep model weights for the next experiments.

4.3.2 Conclusions

Our study highlights the need for building models that generalize better beyond the accounts and
the technologies used in the training datasets. Our experiments on random splits of TweepFake
show that performance can vary from 0.615 to 0.939 according to the split. By generating fake

9https://github.com/minimaxir/aitextgen
10We do not run 5 experiments per split due to low computing budget.
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Split Human Bot Global

# P R F1 P R F1 Acc.

1 0.927 0.946 0.936 0.945 0.925 0.935 0.936

2 0.935 0.946 0.941 0.946 0.935 0.940 0.940

3 0.941 0.951 0.946 0.951 0.941 0.946 0.946

4 0.953 0.899 0.925 0.904 0.955 0.929 0.927

5 0.916 0.904 0.910 0.905 0.917 0.911 0.911

6 0.945 0.912 0.929 0.915 0.947 0.931 0.930

7 0.922 0.932 0.927 0.931 0.921 0.926 0.926

8 0.970 0.914 0.941 0.919 0.972 0.944 0.943

9 0.927 0.945 0.936 0.944 0.926 0.935 0.935

10 0.928 0.907 0.917 0.909 0.930 0.919 0.918

Table 22. Results for experiments on the generated dataset. We split randomly the TweepFake dataset into train,
dev and test sets along the human(s)-bot(s) pair axis following the 80/10/10 ratio. We repeat this step 10 times
and we run 1 experiment with each dataset. We report mean Precision (P), Recall (R) and F1-score (F1) for
each account type (Human vs. Bot) and the mean global accuracy (Acc.).

tweets with GPT-2 and incorporating them within two simple approaches, we are able to boost
the classification performance for splits with low scores.

Our experiments open new research avenues in the domain. First, the quality of generated
tweets needs to be improved. Finding a way of selecting hard examples could allow us to generate
tweets that will help the classifier to make decisions. Second, results obtained for GPT-2 tweets
suggest that the use of text generation algorithms will become more and more difficult to detect.
Texts generated with newer models will likely be harder to detect and the detection models, as
well as the training datasets, should be continuously updated to keep pace with the fast evolution
of the works in the field of generative AI.

4.3.3 Relevant publications

• Tourille, J., Sow, B., and Popescu, A. (2022, June). Automatic Detection of Bot-generated
Tweets. In Proceedings of the 1st International Workshop on Multimedia AI against Disin-
formation (pp. 44-51), 2022. [202].
Zenodo record: https://zenodo.org/record/8004475.

4.3.4 Relevant software, datasets and other resources

• The Pytorch implementations can be found in
https://github.com/zipengxuc/PPE

4.3.5 Relevance to AI4media use cases and media industry applications

Our approach for bot-generated tweet detection was already packaged and integrated in the demon-
strator of UC1 that focuses on disinformation detection. Our method can detect bots after only
one tweet and has the potential to counter disinformation campaigns in an effective manner.
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5 Hybrid, privacy-enhanced recommendation (T6.3)

Contributing partners: FhG-IDMT, UPB

T6.3 focuses on the development of a novel privacy-aware hybrid recommendation framework.
When drafting the proposal, the goal was to connect T6.3 and T4.5 (Methods for detection and
mitigation of bias affecting fairness in recommender systems) tightly to one of the AI4Media use
cases, to ensure that the research can be backed up by real data and evaluated in a real system.
This turned out to be difficult, not least due to the lack of available user data and confirmed
business cases, and caused delays for the task, which was postponed by FhG-IDMT several times,
as we wanted to avoid ”decoupled” research that is not connect to a use case.

At some point, however, we decided to start research on knowledge graph based approaches
(see section 5.1) that we considered to be broadly applicable, and to create the use case connection
by proposing (together with VRT) a recommender system challenge in the second open call of
AI4Media, which led to the acceptance and funding of the MAGNET (Automatic Recommendation
of In-Context Media Content to Support Exploratory Research in Journalism)11 project.

5.1 Explainable Knowledge Graph based recommendation for News

Contributing partner: FhG-IDMT
For the research, we started work on explainable recommender systems in the news domain to
tackle the problem of detecting bias, which will hopefully provide means to mitigate it as well. To
this end, a paper titled “An Explainable Knowledge Graph-Based News Recommendation System”
has been submitted and accepted at the KDIR 2023 conference, with the following synopsis:

“The paper outlines an explainable knowledge graph-based recommendation system that aims
to provide personalized news recommendations and tries to explain why an item is recommended
to a particular user. The system leverages a knowledge graph (KG) that models the relationships
between items and users’ preferences, as well as external knowledge sources such as item features
and user profiles. The main objectives of this study are to train a recommendation model that
can predict whether a user will click on a news article or not, and then obtain the explainable rec-
ommendations for the same purpose. This is achieved with three steps: Firstly, KG of the MIND
dataset are generated based on the history and, the clicked information of the users, the category
and subcategory of the news. Then, the path reasoning approaches are utilized to reach explain-
able paths of recommended news/items. Thirdly, the proposed KG-based model is evaluated using
MIND News data sets. Experiments have been conducted using the MIND-demo and MIND-small
datasets, which are the open-source English news datasets for public research scope. Experimental
results indicate that the proposed approach performs better in terms of recommendation explain-
ability, making it a promising basis for developing transparent and interpretable recommendation
systems.”

5.1.1 Method

The following presents a new explainable KG-based algorithm for personalized recommendations.
With its ability to incorporate a large amount of knowledge from various sources and represent it
in a comprehensible and transparent manner, it can provide users with recommendations that are
not only accurate but also easy to understand. It can be especially useful in domains where trust
and transparency are crucial. We use the publicly available MIND News datasets which vary in
domain, extensiveness, and sparsity. For scalability purposes, the reduced version of this dataset
is utilized and obtained with the following steps:

11https://www.ai4media.eu/winners2/magnet/
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In the first step, the raw news data is cleaned and pre-processed to generate explainable rec-
ommendations. The raw dataset is composed by the following files and illustrated in the left part
of figure 40.

• behaviours.tsv: List of users and some demographical data.
• news.tsv: the catalog of news and the entities.

Figure 40. The raw data (left) and (right) the standardized KG model of the Mind News Dataset [203]

A dataset reduced to its K-cores (i.e., dense subsets) is a subset with removed items and users,
such that each of the remaining users and items have k reviews each. Hence, these datasets
are reduced to its 5-cores and transformed to the standardized format. Then, simple time-based
data and knowledge graph embeddings are obtained for training stage and finally, the proposed
Explainable Knowledge Graph-Based Recommendation Model (EKG-RM) is evaluated on this
metadata. The standardized KG model is composed by 4 different main files and generated as in
[203] and illustrated in the right part of Figure 40.

The relations are extracted from behaviors and the news files of the MIND dataset. The history,
the non-clicked and clicked information from behaviors files are used to define history and clicked
relations. The category, and subcategory information from the news file are used to define same
category relations. Hence three different relations are defined in the KG model of MIND dataset,
which are history, clicked and same category.

In the second step, the path reasoning models for KG-based recommendation systems are
applied on the proposed model. A path-reasoning algorithm starts from a specific user and proceeds
through the graph to discover the preferable items in the graph for the target user. The objective
is that if the system bases its results on an explicit reasoning path, it is easy to interpret the
reasoning process leading to each recommendation, i.e., providing the relevant reasoning paths in
the graph as interpretable evidence for why a particular recommendation is made. For instance,
considering user A, the proposed model is trying to find candidate News B and News C, along with
their explainable paths in the graph.

The PGPR (Policy-Guided Path Reasoning, [204]) model relies on a Reinforcement Learning
(RL) agent that is conditioned to the user and trained to navigate to potentially relevant items.
The RL agent can be performed with an explicit multi-step path reasoning over the graph starting
from a given user node to find out appropriate items in the graph for the target user. Then, the
path from the user u to the item i can be used to explain the recommendation.

The CAFÉ (CoArse-to-FinE neural symbolic reasoning approach, [205]) model creates a per-
sonalized user profile based on transactions of the user in the KG and utilizes neural symbolic
reasoning modules in the path reasoning stage. A layout tree is generated with the modules based
on the user profile, then this tree is used by the path reasoning algorithm to generate a set of
recommendation paths. The path inference is structured using a layout tree, which offers more
efficiency compared to PGPR.
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Precision (%) Recall (%) Hit Ratio (%) NDCG1

MIND-Demo
PGPR 1.17 3.11 10.45 4.40

CAFE 2.85 8.02 5.17 6.28

Mind-Small
PGPR 0.55 2.66 5.22 2.41

CAFE 1.28 5.88 2.33 3.97
Table 23. Experimental results of applying PGPR and CAFE on the MIND-Demo and MIND-Small datasets.
1Normalized discounted cumulative gain

5.1.2 Experiments

The proposed algorithm is applied on the open-source English MIND News dataset12 that was
collected from Microsoft News website in 2019. Users were randomly selected who had at least
5 news clicks, and each user is hashed into an anonymized ID to protect user privacy. The news
click behaviours of the users were formatted into impression logs and valued as 1 for click and 0
for non-click. In addition, small versions of MIND-Small and MIND-Demo dataset were released
by randomly sampling 50,000 and 5,000 users and their behaviour logs.

The experimental results based on the evaluation metrics of the MIND-Demo and MIND-Small
datasets are given in Table 23. The experimental results demonstrate that the CAFÉ model
performs better than the PGPR model on the MIND News datasets and should be taken as a
baseline for future work.

5.1.3 Conclusions

Explainable recommendation systems based on KGs have emerged as a promising approach to
address the challenges of traditional recommendation systems. By leveraging KGs, such systems
can model complex relationships between entities and provide personalized recommendations that
are more accurate and diverse. Moreover, the explainability aspect of these systems enables users
to understand the underlying reasoning behind the recommendations, thereby improving their
trustworthiness.

The proposed approach applies KG graph generation combining extracted news metadata and
five different relationships, and state-of-art PGPR and CAFE algorithms to find explanation paths
between a user and the recommended items in the KG to explain the recommendations. Experimen-
tal results on real-world MIND-Small and MIND-Demo datasets indicate flexibility of the model
to incorporate multiple relation types and show that the proposed approach offers a promising
solution for explainable news recommendations to users.

As for directions for future work, the explainable recommendation quality needs further im-
provement by extending the KG and the selecting appropriate parameters for the MIND-News
dataset. Another objective as a future work is to advance the development and implementation
of privacy-preserved news explainable recommendation systems that prioritize user privacy and
provide enhanced user control over their personal data.

5.1.4 Relevant publications

• Z. Kurt, T. Köllmer, and P. Aichroth; “An Explainable Knowledge Graph-Based News Rec-
ommendation System”, Submitted and accepted at KDIR2023 conference.

12https://msnews.github.io/
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5.1.5 Relevant software, datasets and other resources

• No additional resources published yet.

5.1.6 Relevance to AI4media use cases and media industry applications

This work is potentially relevant for UC2 “AI for News - The Smart News Assistant”, but ex-
plainable recommender systems can be applied widely in many media industry applications. The
societal damages by filter bubbles are evident, and one important way to tackle these problems are
steps to make recommender systems more explainable.
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6 AI for Healthier Political Debate (T6.4)

Contributing partners: BSC, AUTH, UvA

The intersection of political debate and technology has given rise to unprecedented challenges,
including the spread of misinformation, echo chambers, and polarized narratives that hinder con-
structive dialogue. This Section covers some important aspects related to the study of AI models
applied to political debates. The contributions to this Section propose novel methods for senti-
ment analysis and opinion polling, that promise more accurate, frequent, and inexpensive pubic
opinion polling, while also looking into new sentiment definition, based on a 4-dimensional scale.
Furthermore the partners propose several methods for studying other interesting dimensions of po-
litical debate, including fallacies, propagandist and argumentative speech, debate leadership, and
ephemerality. This Section also proposes an analysis of the objective and subjective perspectives.

6.1 Political Tweet Sentiment Analysis for Public Opinion Polling

Contributing partner: AUTH
Public opinion measurement is a classical political analysis tool, e.g. for predicting election

results. Recently, opinion polls by population sampling and questioning have been used to gratify
this need rather efficiently. However, they are expensive to run and their results may be biased
primarily due to improper population sampling. As social networks are used as political dialogue
fora, there is an opportunity to engineer automated processes for measuring public opinion using
social network texts, e.g. political tweets. In this work, an innovative way for employing tweet
sentiment analysis results is proposed and also, a novel hybrid way to regress poll results from
tweets is introduced. This method enables more accurate, frequent, and inexpensive public opinion
estimation.

Public opinion consists of concepts, ideas, and statements that seem too abstract to quantify.
However, the popularity of certain public entities whether political parties, politicians, or even
products and services is much more easily quantifiable. Let us consider the cause of n (political)
entities, each having an unknown popularity score pi, i = 1, ..., n. As political voting is a compet-
itive procedure, the political score (essentially the voting intention) represents the percentage of
people that would prefer entity (political party or candidate) i from all other entities. The popular-
ity score distribution pi, i = 1, ..., n is initially unknown. It can be estimated in various ways, e.g.
through conventional population sampling and polling (through questioning) or by social media
data analysis. Any polling method leads to a probability distribution estimate p̂ = [p̂1, ..., p̂n]T

that should be as close as possible to the probability distribution p = [p1, ..., pn]T that can become
known only infrequently in special occasions, e.g. through an election/voting procedure. The esti-
mation error |p− p̂| is small if certain conditions are met, e.g. that the population sampling set is
representative and relatively large. Of course, different population samples and polling methods,
lead to different estimates p̂.

Social media users that are politically active, e.g. by posting political tweets, form a special
population subject that can be monitored very easily. Let P be the total population set and Pm,Po

be the population subsets of a) people that are politically active in social media and b) people
participating in a public opinion poll. Each member of the set Pm produces political texts that,
in many cases, refer to the political entities 1, ..., n in question. Social media hashtags can be used
for such an association of text to a political entity. Text sentiment analysis can be used to classify
such texts into sentiment classes {positive, neutral, negative} and quantify their respective text
(e.g. tweet) numbers ai, bi, ci respectively for each political entity i = 1, ..., n. The data analysis

problem at hand is to regress p̂ from the sentiment data set S = (âi, b̂i, ĉi), i = 1, ..., n. As sets
P,Pm,Po differ, the respective estimates p̂, p̂m, p̂o will be different. Since voting results are too
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Figure 41. The population set P, the twitter users subset Pm and the political opinion poll participators subset Po.

infrequent and transitional polling results are more frequent, we can use p̂o to try and regress
opinion poll results from S, without performing new traditional opinion polls (Figure 41).

6.1.1 Experiments

The popularity score distribution pi, i = 1, ..., n can be heuristically estimated from sentiment-
labeled political tweets as follows. Firstly, we perform tweet sentiment analysis and automatically
tag each political tweet corresponding to a political party (as identified by the tweet hashtags) as
positive, neutral or negative.

Let, a, b, c be n - dimension vectors where ai , bi , ci represent the total number of positive,
neutral, negative tweets for party i, ..., n. Let vector d = a + b represent the sum of positive and
neutral tweets numbers. The heuristic popularity score:

p̂i(c,d) =
di
dt

· (ct − ci), (7)

dt =

n∑
i=1

di , ct =

n∑
i=1

ci

distributes the total negative tweet count (without the ones of candidate i) according to candidate’s
own positive and neutral comment numbers. As the popularity score distribution should satisfy∑n

i=1 p̂i(c,d) = 1, we modify this heuristic estimator accordingly:

p̂i(c,d) =
n · di · (ct − ci) + dTc

n · ct · dt
(8)

The proposed popularity score estimator was compared, in our experiments, with popularity
estimators proposed in [206], [207], as well as the obvious estimators of assigning popularity scores
according to the percentage of positive tweets in [208], or according to the percentage of references
for candidate i [209]:

p̂i(a, c) =
ai
ci

(9)
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p̂i(a, c) = log
ai + 1

ci + 1
(10)

p̂i(a) =
ai∑n
i=1 ai

(11)

p̂i(a,b, c) =
ai + bi + ci∑n

i=1(ai + bi + ci)
(12)

We have also extended the bi-party political score estimator [210]:

p̂i(a, c) =
ai

ai + ci

Ni

Ni + Nj
(13)

where, Ni is the total number of tweets for entity i. To the multi-party case:

p̂i(a,b, c) =
ai

ai + ci

ai + bi + ci∑n
i=1(ai + bi + ci)

(14)

and used it in our experiments.
Heuristic popularity score predictions over the years have shown promising results, but pre-

diction accuracy is sub-optimal as neither ground truth nor optimization criteria have been used
in their derivation. Given this fact, we can handle this accuracy loss by resorting to past public
opinion poll results and using them as ground truth data. To this end, we implemented a regression
model mapping the aforementioned positive, neutral, and negative counts ai, bi, ci, i = 1, ..., t for
a certain time window before an opinion poll, on public opinion poll data. A simple regression
model:

p̂ = wTx + b (15)

is sufficient. x = [a1
T ||b1

T ||c1T ||...||atT ||bt
T ||ctT ] is the input vector of size 3nt, p̂ is the poll

data estimator p̂ = [p̂1, ..., p̂n]T and w,b are trainable regression parameters. Training of w,b
is performed using the Mean Squared Error (MSE) loss (p̂o − p̂)2. Once the regression model
(9) is trained on sample data D = (p̂oi,xi), i = 1, ..., L, with L being the total number of training
opinion polls, it can estimate using ai, bi, ci, i = 1, ..., t within the immediate past to provide a
current political popularity score estimate p̂.

The chosen approach is to identify outlying polls and avoid using them in regression model
training. Supposing that uij(tk) is the estimation of entity j popularity in a poll conducted by
company i, ...,m at date tk. As the poll dates differ across polling companies, we perform linear
interpolation for each political entity between two consecutive polls conducted by the same company
for a given date t, by using the formula:

uij(t) = uij(tk) + (t− tk)
uij(tk+1) − uij(tk)

tk+1 − tk
, tk ≤ t ≤ tk+1 (16)

Then we can compute the Mean Absolute Error (MAE) ei(t) for company i on date t between
the polls of company i and the rest of the m:

ei(t) =

m∑
k=1,k ̸=i

∑n
j=1 |uij(t) − ukj(t)|

n
, i = 1, ...,m (17)

If this error is above a threshold T , an outlying poll is deleted and filtered out from regression.
To this end, the error threshold T can be estimated, e.g. by the average of all errors ei(t) by day,
throughout the entire polling period.
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Heuristic estimators 200 days 180 days 150 days 100 days

8 5.07% 5.23% 5.3% 5.3%

9 20.73% 20.51% 20.38% 20.5%

10 18.7% 18.87% 18.96% 19.14%

11 7.01% 6.91% 7% 7.29%

12 9,39% 9.5% 9.47% 8.95%

14 6,44% 6.91% 7.22% 7.9%

Table 24. Heuristic estimators’ MAE compared to opinion polls

More than 300,000 tweets have been gathered from about six Greek political parliamentary
parties, using the Twitter API from the 14th June 2022 until the 31st December 2022. All tweets
have been labeled as neutral, positive, or negative using the Transformer proposed in [211], which
scores 79% accuracy, tested on ground truth Greek political tweets [212]. During the data-gathering
period, 19 public opinion polls were collected and utilized to train the proposed regression model
and validate the proposed techniques.

In order to evaluate and compare five different heuristic estimators 8-12,14 on political Greek
Twitter data, we calculated the popularity score, for every party inside the Greek parliament during
the data collection period. Then, in order to compare the different heuristic estimator outputs we
calculated the Mean Absolute Error (MAE), defined as the average error of each predictor between
the opinion poll results (used as ground truth) and the estimator output:

e =

∑n
i=1 |p̂oi − p̂i|

n
(18)

where si and pi are the opinion poll results and their estimation, respectively. As estimators 9 and
10 do not sum to 1 for all n entities, we normalised them first:

ṕi =
p̂i∑n
i=1 p̂i

(19)

Table 24 presents testing results during 4 periods, starting from 31 Dec 2022 until 100 to 200 days
backward. It is clear that the proposed heuristic estimator 8 outperforms other formulas during
all windows tested.

6.1.2 Conclusions

In this paper, we proposed two new methods for estimating political popularity scores through
sentiment analysis of Twitter data: both a heuristic and a regression method are proposed. They
both provide rather good estimation of political popularity scores. Although, the difference between
formula popularity estimators and hybrid Twitter-poll ones is still considerable, as NLP tools get
more advanced the results we get from political forecasting through Twitter should become more
and more accurate, but for the time being poll analysis outperforms them.

6.1.3 Relevant publications

• I. Pitas and A.Kaimakamidis, “Political Tweet Sentiment Analysis for Public Opinion Polling”,
Technical Report submitted as conference paper [213].
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6.1.4 Relevant software, datasets and other resources

• Political Barometer is a software estimating political public opinion, by using political tweets,
which are collected and analysed daily. The relevant web app of the software can be found
in http://icarus.csd.auth.gr/political-barometer/

• AUTH has created the “GreekPolitics Dataset” in the context of the “AI4Media” and is
described in [212]. To access the “GreekPolitics Dataset” refer to https://aiia.csd.auth.

gr/auth-greekpolitics-dataset/

6.1.5 Relevance to AI4media use cases and media industry applications

This work finds relevance in two distinct AI4Media use cases, UC2 “AI for News - The Smart News
Assistant” and UC4 “AI for Social Sciences and Humanities”, where AI-driven tools are integral
to achieving specific goals in the fields of news creation and social sciences and humanities (SSH)
research. Specifically for UC2, our method offers journalists an opportunity to enhance public
opinion measurement, providing more accurate, frequent, and cost-effective results compared to
traditional polling methods. Moreover, since one of the big challenges of SSH researchers is the
inefficiency of manual media investigation methods, our research aligns with UC4 by automating
and scaling up linguistic analysis procedures.

6.2 GreekPolitics: Sentiment Analysis on Greek Politically Charged
Tweets

Contributing partner: AUTH
The rapid growth of on-line social media platforms has rendered opinion mining/sentiment anal-

ysis a critical area of Natural Language Processing (NLP) research. This work focuses on analyzing
Twitter posts (tweets), written in the Greek language and politically charged in content. This is
a rather underexplored topic, due to the scarcity of publicly available annotated datasets. Thus,
we present and release “GreekPolitics”, i.e., a dataset of Greek tweets with politically charged
content, independently annotated across four different sentiment dimensions: polarity, figurative-
ness, aggressiveness, and bias. GreekPolitics has been evaluated comprehensively in a classification
setting, separately for each sentiment, using state-of-the-art Deep Neural Networks (DNNs) and
data augmentation methods.

GreekPolitics was designed as a large-scale dataset of politically charged Greek tweets, accompa-
nied by full ground-truth labels along the proposed 4 sentiment dimensions. This multidimensional
sentiment definition is expected to allow fuller semantic characterization of a tweet. GreekPolitics
Twitter posts were collected based on specific query hashtags related to the Greek political scene,
using the official Twitter API. These hashtags are mainly related to the names of the various
political parties and popular politicians represented in the Greek parliament over the past decade,
while variants of them (in both the Greek and the Latin alphabet) were also exploited. Collected
tweets span a large time scale, from January 2014 up to March 2021. After an initial data-cleaning
stage, we ended up with over 8,000 tweets. After removing retweets, duplicates, or poorly written
posts, the final dataset contained 2,578 unique tweets.

Based on the proposed 4-dimensional sentiment definition, each individual tweet was indepen-
dently annotated for classification with respect to polarity, figurativeness, aggressiveness, and bias.
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Figure 42. Number of annotated tweets per sentiment class.

As far as polarity is concerned, each tweet was assigned one out of three possible class labels: “pos-
itive”, “negative” or “neutral”. For figurativeness, each tweet was assigned the ground-truth label
of either “figurative” (ironic, sarcastic or figurative in general) or “normal” (i.e., non-figurative,
literal). Regarding aggressiveness, each tweet was annotated with either an “aggressive” (offensive,
abusive, racist or aggressive in general) or “normal” (i.e., non-aggressive) label. Finally, for bias,
each tweet was annotated as either a “partisan” (if it expressed a strong, supportive and adamant
opinion) or a “neutral” (i.e., non-partisan) one. Therefore, each tweet was manually and indepen-
dently annotated with: i) 1 label for a 3-class classification task, and ii) 3 different labels for 3
binary classification tasks (one per task).

Manually annotating a tweet with the employed four labels (one per dimension) may potentially
lead to different results for each individual human annotator. In order to provide as objective
ground-truth annotations as possible, a team of three volunteers was asked to classify each tweet
in the dataset with respect to the classes of each different sentiment dimension. Inter-annotator
agreement was subsequently calculated and annotations with majority agreement were selected as
the actual annotations of the tweets in question. The resulting class split for each sentiment is
presented in Figure 42.

Figure 43 shows a huge inter-class imbalance with regard to the ground-truth class size: in
the case of polarity, positive tweets are significantly less than negative or neutral ones. This is
because most Twitter users tend to express rather negative or neutral opinions regarding politics.
This effect may cause great issues when training and evaluating machine learning models since
a classifier could undesirably learn to favor at the test stage those classes that were the most
large-sized during training.

After the collection and annotation of tweets, they were preprocessed in order to produce the
final GreekPolitics dataset. While reading and comprehending a tweet’s content is done effortlessly
by a human, providing raw input to machine learning models is not ideal. Tweets may include
undesirable content, such as hashtags, URLs, or emojis, which could impede successful sentiment
analysis of their actual text. Thus, the following preprocessing steps were followed:

• Remove all mentions (i.e., text starting with @), URLs, emojis, or any other special character.
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Figure 43. Data distribution for every classification task (i.e., sentiment dimension).

Since hashtags may be entirely meaningful, they were retained.
• Strip accents. Greek words usually contain accents that are striped. Remove all punctuation.

Punctuation marks do not help us discriminate between different text sentiments.
• Remove multiple spaces and line breakers so that each tweet is expressed in one line and each

word is separated by a single space.
• Convert all words to lowercase in order to achieve data uniformity and avoid ambiguity.
• Tokenize the sentences. Tokenization is the process of splitting a piece of text into smaller

units called tokens. For GreekPolitics, each text was tokenized by considering the words as
splitting tokens.

6.2.1 Experiments

Four different classifiers were trained separately for the four classification tasks (i.e., sentiment
dimensions). Polarity analysis was addressed as a 3-class classification task, while binary classifiers
were employed for the remaining three sentiment dimensions. Two different DNNs were investi-
gated as alternative options: i) a Convolutional Neural Network (CNN) adopted from [214], and
ii) a Transformer adopted from [215]. The CNN has 5 1D convolutional layers, each one with an
increasing amount of output filters. The Transformer has an encoder module composed of a multi-
head self-attention layer, a normalization layer with a residual connection, two fully-connected
layers, and a final normalization layer with a residual connection. The output of both the CNN
and the Transformer is fed to a fully-connected classification layer with as many neurons as the
number of classes.

A pretrained FastText [216] word embedding DNN was first utilized for transforming a given
word into a unique 300-dimensional vector. Subsequently, the resulting vector representations of
all words in a tweet were concatenated into a matrix T ∈ RM×300, where M is chosen as the
maximum sentence length in terms of word count. If a sentence does not exceed the maximum
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length T , it is appropriately padded with zero-value vectors. Given the text of the specific tweets
in GreekPolitics, M was set to 60.

80%/20% of the GreekPolitics tweets were used for the training/test set, respectively. DNNs
were trained separately for each sentiment dimension, using random parameter initialization, the
Adam optimizer, a categorical cross-entropy loss, a learning rate of 0.001, a mini-batch size of 64,
and a total of 60 epochs.

6.2.1.1 Polarity Table 25 reports results on 3-class polarity classification, both on the overall
test set and on each individual class. The huge class imbalance (i.e., the “positive” contains
only 6.1% of the GreekPolitics tweets) leads unsurprisingly to poor class-specific performance.
Thus, Table 25 reports evaluation results based on the best-measured performance on the minority
classes, as well as precision and recall metrics. Initial comparisons in the original dataset split are
showcased in the top section of Table 25 (i.e., the models with the suffix 1). The superiority of the
Transformer against the CNN and the unacceptable accuracy in the minority classes are evident.

Model Augment. Pruning Acc. positive Acc. negative Acc. neutral Overall Acc. Precision Recall

CNN-1 - - 0.24 0.42 0.90 0.76 0.75 0.73

Transformer-1 - - 0.39 0.67 0.89 0.81 0.805 0.806

CNN-2 ✓ - 0.57 0.61 0.81 0.78 0.77 0.73

Transformer-2 ✓ - 0.62 0.74 0.89 0.83 0.84 0.83

CNN-3 ✓ ✓ 0.74 0.67 0.79 0.74 0.75 0.74

Transformer-3 ✓ ✓ 0.83 0.78 0.82 0.81 0.83 0.82

Table 25. Individual class accuracies, overall accuracy and overall precision/recall metrics for polarity
classification. The ✓symbol indicates that this method was applied for training the respective model.

In order to improve accuracy in the minority classes, data augmentation was applied. Ideally,
new tweets should be generated based on the existing ones, which would maintain identical ground-
truth sentiment but would be expressed in a different manner. Two text augmentation methods
were applied:

1. Back-translation [217]. A sentence is translated into another language, e.g., from Greek to
English, and then back to the source language. If the newly generated sentence is different
but holds the exact same meaning, it is used as an augmented version of the original one.

2. Synonym substitution [218] [219]. In synonym substitution, given a certain probability, each
word in a sentence is replaced with a synonym one acquired from an external vocabulary of
synonyms, e.g., Thesaurus. The new sentence is again used as an augmented version of the
original one.

Augmentation was applied only on 80% of the “positive” samples, i.e., the samples used for
training, with the test set remaining untouched. Thus, out of the 156 “positive” training samples,

Model
Acc.

figurative

Acc.

non-figurative

Overall

Acc.
Prec. Recall

CNN 0.60 0.71 0.66 0.64 0.68

Transf. 0.70 0.75 0.72 0.70 0.72

Table 26. Individual class accuracies, overall accuracy and overall precision/recall metrics for figurativeness
classification.
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Model Aug.
Acc.

aggressive

Acc. non-

aggressive

Overall

Acc.
Pre. Rec.

CNN-1 - 0.52 0.86 0.69 0.66 0.68

Transf.-1 - 0.55 0.96 0.88 0.86 0.88

CNN-2 ✓ 0.64 0.85 0.75 0.74 0.74

Transf.-2 ✓ 0.69 0.91 0.86 0.85 0.86
Table 27. Individual class accuracies, overall accuracy, and overall precision/recall metrics for aggressiveness
classification.

Model Aug.
Acc.

partisan

Acc. non-

partisan

Overall

Acc.
Pre. Rec.

CNN-1 - 0.83 0.44 0.68 0.65 0.66

Transf.-1 - 0.85 0.67 0.77 0.70 0.72

CNN-2 ✓ 0.84 0.52 0.70 0.69 0.69

Transf.-2 ✓ 0.86 0.77 0.81 0.79 0.81
Table 28. Individual class accuracies, overall accuracy, and overall precision/recall metrics for bias classification.

additional 111 tweets were generated. After retraining from scratch on the augmented dataset
for polarity classification, the results reported in the middle section of Table 25 (i.e., the models
with the suffix 2) were obtained. As it can be seen, augmentation resulted in a huge increase in
test accuracy for the “positive” class. However, the inter-class accuracy gap remains considerable
(0.62/0.74/0.89 for “positive”/“negative”/“neutral”, in the Transformer model).

To further reduce the inter-class accuracy gap, the “neutral” training samples were pruned,
while the augmented “positive” ones were retained. Thus, out of the 1833 “neutral” samples, 737
were removed. The results are reported in the bottom section of Table 25 (i.e., the models with
the suffix 3). It can be seen that the test accuracy for the minority classes increased significantly,
with a small drop in the accuracy of the “neutral” class. This inter-class balancing effect under
the presence of ground-truth class imbalances is relevant in application domains where it is more
important to estimate the comparative/relative volumes of “positive”, “neutral” and “negative”
tweets, rather than accurately characterize a specific tweet.

6.2.1.2 Figurativeness Figurativeness classification results are reported on Table 26. The
ground-truth classes are rather balanced and the obtained accuracy is acceptable, so no training
dataset processing was applied to boost test performance. The Transformer again surpasses the
CNN.

6.2.1.3 Aggressiveness Aggressiveness classification results are reported on Table 27. A huge
class imbalance was again observed, as the “offensive” tweets are few (i.e., 20% of the dataset).
The augmentation strategies previously described for polarity classification were adapted and in-
dependently/separately applied: out of the 438 “offensive” training samples, an additional 256
augmented samples were generated. Initial comparison results for the original dataset are show-
cased in the top section of Table 27 (i.e., the models with the suffix 1). Results produced by
retraining the employed models on the augmented scenario are reported in the bottom section of
Table 27 (i.e., the models with the suffix 2). As before, augmentation leads to a massive increase
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in model accuracy for the minority class, while maintaining acceptable accuracy for the initially
dominant class.

6.2.1.4 Bias Bias classification results are reported in Table 28. Moderate data imbalance was
observed here for the two classes (39% and 61%). To counter it, the augmented tweets already
generated for the polarity and aggressiveness tasks (annotated as “non-partisan”) were employed
for retraining from scratch. Thus, 202 augmented training tweets were added to the original 1016
“non-partisan” ones. Initial comparison results in the original dataset are showcased in the top
section of Table 28 (i.e., the models with the suffix 1), while results for the augmented dataset are
reported in the bottom section of Table 28 (i.e., the models with the suffix 2).

6.2.2 Conclusions

This paper introduced the recently captured/annotated “GreekPolitics” dataset for sentiment anal-
ysis of politically charged Twitter posts in the Greek language. The tweets have been manually
labeled for classification across 4 independent sentiment dimensions (polarity, figurativeness, ag-
gressiveness, and bias). A thorough experimental study was conducted by utilizing state-of-the-art
Deep Neural Networks (DNNs), which yielded promising results. The domain-specific problem
of data class imbalance (too few positive tweets) was tackled in the experimental evaluation by
employing standard data augmentation tricks, based on generating novel tweet samples from the
existing ones. Such methods can generate a limited amount of new training samples and should be
validated by humans. Interesting future work could explore more sophisticated data augmentation
for natural language text, which could ideally be applied without any human supervision.

6.2.3 Relevant publications

• Patsiouras E., Koroni I., Mademlis I. and Pitas I., “GreekPolitics: Sentiment Analysis on
Greek Politically Charged Tweets”, European Signal Processing Conference (EUSIPCO),
2023 [212].

6.2.4 Relevant software, datasets and other resources

• AUTH has created the “GreekPolitics Dataset” in the context of the “AI4Media” and is
described in [212]. To access the “GreekPolitics Dataset” refer to https://aiia.csd.auth.

gr/auth-greekpolitics-dataset/

6.2.5 Relevance to AI4media use cases and media industry applications

The “GreekPolitics” dataset presents an opportunity to integrate valuable data and AI-driven
capabilities into both UC2 “AI for News - The Smart News Assistant” and UC4 “AI for Social
Sciences and Humanities”. Journalists in UC2 can use it to monitor and analyze political dis-
cussions, while SSH researchers in UC4 can leverage it for in-depth investigations into political
discourse and sentiment analysis in the Greek language. This dataset aligns with the goals of both
use cases, offering the potential to enhance news creation workflows and support research in the
social sciences and humanities.
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6.3 Fallacious Argument Classification in Political Debates

Contributing partner: 3IA-UCA

Fallacies have a long history in argumentation, contributing significantly to critical thinking educa-
tion. In today’s world, their importance has grown even further, as contemporary argumentation
technologies face challenges in detecting misleading and manipulative information in news articles
and political discourse, as well as generating counter-narratives.

However, classifying arguments as fallacious remains a difficult task. To address this challenge,
we present a two-fold contribution:

• Firstly, we introduce a novel annotated resource comprising 31 political debates from U.S.
Presidential Campaigns. We expanded the annotations of the ElecDeb60To16 dataset [220].
This dataset collects televised debates from U.S. presidential election campaigns between 1960
and 2016. To the best of our knowledge, it is the largest dataset of political debates that
includes annotations for both argumentative components (Evidence, Claim) and relations
(Support, Attack).

• Secondly, we propose a neural architecture based on transformers, which outperforms state
of the art results and standard baselines in classifying fallacious arguments.

Despite the few existing approaches ([221], [222]), classifying fallacious arguments largely re-
mains an unsolved task. Our contribution advances the state of the art with a novel resource and
an effective method.

6.3.1 ElecDeb60to16

The exploratory study on the arguments of the debates was to determine which fallacy types, as
outlined in the annotation scheme of [223] and the categorization of [224], were predominantly
present in political discourse. Therefore, the resource contains 1,628 fallacious arguments catego-
rized into six main categories of fallacies: Ad Hominem, Appeal To Authority, Appeal To Emotion,
False Cause, Slogan, Slippery Slope.

Following the careful formulation of the annotation guidelines, three annotators with expertise
in computational linguistics conducted the dataset annotation. After completing the initial round
of annotation on a data sample, the guidelines were revised to address disagreements among the
annotators, particularly regarding the boundaries of the spans to be annotated.

Next, nine sections from five distinct debates held in different years were annotated to calculate
inter-annotator agreement, which is reported in Table 29 as showing moderate agreement. Subse-
quently, an expert annotator reconciled the annotations before incorporating them into the dataset
that was made publicly available.

Fallacy Type Observed Agr. Krippendorff’s α

Ad Hominem 0.9961 0.5315

Appeal to Authority 0.9945 0.5806

Appeal to Emotion 0.9759 0.4640

Slogans 0.9989 0.5995

Table 29. IAA, three annotators, 9 sections from 5 different debates (only 4 types of fallacies were present in the
annotated data sample.)
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6.3.2 Fallacy Classification Task

We cast the fallacious argument classification task as a sequence classification problem. First, we
focus on a multi-class classification task to classify the fallacies observed in the debates. Then,
we enhance our classifier with argumentation-based features (i.e., argumentative components and
relations) within each fallacious argument. To this end, we test and adapt SOTA language models
based on the transformer architecture, as they are challenging baselines to compare with. We
considered BERT [225] and RoBERTa [226] as baselines.

Each debate in the dataset consists of two main components:

1. The portion of the debate containing the fallacious argument: This part refers to the specific
segment within the presidential debate where the fallacious argument is presented.

2. The fallacious argument snippet itself: This refers to the actual excerpt or text snippet that
constitutes the fallacious argument within the debate.

In this work, we use more advanced PLMs to tackle contents of considerable length, i.e., Long-
former [227] and Transformer-XL [228] which have the ability to capture long-input texts to perform
the classification.

6.3.3 Proposed Approach

Our approach is based on the Longformer model empowered with the argumentation features, and
the context of the fallacious argument in the debate.

Longformer is a transformer-based model featuring an attention mechanism that scales linearly
with the length of the input sequence. This scalability enables it to efficiently process documents
with thousands of tokens or longer. The attention mechanism in Longformer combines windowed
local-context self-attention with global attention of the context. The local attention in Longformer
is mainly employed to create contextual representations, while the global attention enables the
model to build complete sequence representations for making predictions. The model undergoes
pre-training using the Masked Language Modeling (MLM) approach, similar to RoBERTa [226].

Figure 44. Approach for the task of fallacious argument classification.

Figure 44 visualizes our neural architecture approach for fallacious argument classification.
Each debate is processed into four components: the dialogue context, the fallacious argument
snippet, the argument component, and argument relation. Each component is then extracted in
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the embedded vectors using the PLM of interest. Each embedding has its own transformer-based
classifier to finally obtain a logit (L).

We produced a different loss per classifier i.e., fallacy-snippet (losssnippet), speech (lossspeech),
argument component (lossArgComp), and argument relation (lossArgRel). We then join the loss of
each classifier to have a joint-loss learning with α = 0.5 [229]. We arrange these alignments of L to
calculate the average loss as a joint loss (lossjoint loss) from each loss element. The function used
before back-propagation is

lossjointloss = α ∗ (lossspeech + losssnippet + lossArgComp + lossArgRel)

Nloss
(20)

where Nloss stands for the number of loss elements taken into the model.

6.3.4 Experiments

Various experimental settings were applied to evaluate different transformer-based Pre-trained
Language Models (PLMs) on the classification of main fallacy categories. The models tested
include BERT, RoBERTa, Longformer, and Transformer-XL. The implementation was based on
the huggingface transformer library, using PyTorch version 1.7.0. The learning rate was set to 5e-5,
dropout to 0.1, and batch size to 1 for Transformer-XL, while the batch size was 8 for the other
models. The maximum size length for the number of tokens varied for each model: 128 for BERT
and RoBERTa, 128 for the fallacious argument snippet and 8192 for the context speech text in
Transformer-XL, and 128 for the fallacious argument snippet and 4,096 for the speech context in
Longformer.

Additional experiments were conducted using the best-performing model (Longformer + lossjoint)
to (i) classify the 14 fallacious argument sub-categories, and (ii) classify the main categories while
enriching the dataset with argumentative component and relation features in an ablation test
setting as shown in Table 30.

In all experimental settings, 80% of the dataset was used for training, and the remaining 20%
for testing. The split was performed by sklearn with a random seed for label distribution. To
obtain more reliable results, the experiments were conducted three times, and the results were
averaged.

Model Dataset lossjointloss Arg. Feat. Prec. Rec. Macro avg F1

BERT Main Category No None 0,62 0,55 0,55

RoBERTa Main Category No None 0,58 0,56 0,53

Longformer Main Category No None 0,64 0,6 0,57

Longformer Main Category Yes None 0,66 0,61 0,61

Transformer-XL Main Category No None 0,61 0,45 0,47

Transformer-XL Main Category Yes None 0,61 0,51 0,53

Longformer Sub-category Yes None 0,44 0,45 0,42

Longformer Main Category Yes Comp. 0,88 0,81 0,83

Longformer Main Category Yes Rel. 0,87 0,81 0,83

Longformer Main Category Yes Comp + Rel 0,84 0,85 0,84

Table 30. Results of the multi-class sequence tagging task, on the average of three runs.

Furthermore, we conducted an ablation test in the multi-class classification setting to analyze
the impact of argumentative features (components and relations) on classifying main fallacious
argument categories. Adding argumentation features to the neural model resulted in significantly
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improved results, as shown in Table 31. The additional context from argumentative components,
combined with speech context, enhanced the model’s classification performance for fallacious ar-
guments.

Original Arg. Arg. Arg. Comp.

dataset Comp. Rel. & Rel.

F1 F1 F1 F1

Ad Hominem 0,56 0,85 0,81 0,81

App. to Auth. 0,65 0,85 0,84 0,91

App. to Em. 0,85 0,93 0,93 0,94

False Cause 0,43 0,80 0,82 0,80

Slippery slope 0,50 0,78 0,79 0,84

Slogans 0,67 0,76 0,88 0,77

accuracy 0,75 0,88 0,89 0,89

macro avg 0,61 0,83 0,83 0,84

weighted avg 0,74 0,88 0,89 0,89

Table 31. Ablation test with argumentative features in details.

6.3.5 Conclusions

Fallacies continue to be a contentious issue in argumentation, particularly in real-world scenarios
like political debates [230]. Existing argumentation schemes for identifying such flawed reasoning
can be ineffective, as they often overlook the specific content and dialectical context of the fallacy.
In our research, we aim to empirically explore the relationship between the argumentative content
and the context of fallacies in our dataset.

Additionally, we have observed that almost every known type of fallacy is closely related to
sound arguments in a debate. Thus, we will investigate how to generate sound arguments from
the identified fallacies and their context. Furthermore, countering the formal invalidity of these
fallacious arguments through newly generated counter-arguments poses a challenging follow-up
task in our work.

6.3.6 Relevant publications

• Goffredo, P., Haddadan, S., Vorakitphan, V., Cabrio, E., & Villata, S. (2022, July). Fallacious
argument classification in political debates. In Proceedings of the Thirty-First International
Joint Conference on Artificial Intelligence, IJCAI (pp. 4143-4149). [231]

6.3.7 Relevant software, datasets and other resources

• No additional resources published yet.

6.3.8 Relevance to AI4media use cases and media industry applications

This study holds significance in UC2 “AI for News” as it provides valuable findings on detecting and
classifying different categories of fallacies in political debates, along with analyzing argumentative
features defining such messages. The findings from this study can enhance the precision and
credibility of politicians’ statements during their debates.
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Moreover, it aligns with UC4 “AI for Social Sciences and Humanities” and UC1 AI “Social
Media and Against Disinformation” by tackling the necessity to identify misleading and uninformed
content. The ability to recognize fallacy aids in combating the dissemination of misinformation
and mitigating its negative impacts on society. Indeed, this research plays a crucial role as an
initial step towards effectively detecting, explaining, and countering fallacies and disinformation.

6.4 Investigating Semantic and Argumentative Features for Supervised
Propagandist Message Detection and Classification

Contributing partner: 3IA-UCA
Propaganda represents an effective, even though often misleading, communication strategy to

promote a cause or a viewpoint ([232]–[235]). The ability to effectively identify and manifestly label
such kind of misleading and potentially harmful content is of primary importance to restrain the
spread of such information to avoid detrimental consequences for society. We tackle this challenging
issue by proposing a textual propaganda detection model. More precisely, we address the following
research questions: (i) how to automatically identify propaganda in textual documents and further
classify them into fine-grained categories?, and (ii) what are the linguistic distinctive features
of propaganda text snippets? The contribution of this work consists not only in proposing a
new effective neural architecture to automatically identify and classify propaganda in text but in
presenting a detailed linguistic analysis of the features characterizing propaganda messages.

Our work focuses on the propaganda detection and classification task, casting it as a binary
and as a multi-class classification task, and we address it both at sentence-level and at fragment-
level. We investigate different architectures of recent language models (i.e., BERT, RoBERTa),
combining them with a rich set of linguistic features ranging from sentiment and emotion to ar-
gumentation features, to rhetorical stylistic ones. The experiments we conducted on two standard
benchmarks (the NLP4IF’ 19 [236] and SemEval’20-Task 11 [237] datasets) show that the proposed
architectures achieve satisfying results, outperforming state-of-the-art systems on most of the pro-
paganda detection and classification subtasks. Furthermore, we analyzed how the most relevant
features for propaganda detection impact the fine-grained classification of the different techniques
employed in propagandist text, revealing the importance of semantic and argumentation features.

6.4.1 Experiments

6.4.1.1 Feature Analysis We investigate a set of features that we assume to play a role in
propaganda. We divide these features into four groups: (i) persuasion, (ii) sentiment, (iii) message
simplicity, and (iv) argumentation. Although many of the following metrics are obtained at token-
level, aggregation methods (e.g. averaging, summation) were used to characterize each sentence.
Persuasion In this group, we consider variables as speech style, concreteness, and subjectivity. We
measure them using the lexicon-based tools proposed in [238], [239], and [240] respectively. Also,
we rely on BERT (base-uncased) [241] to extract lexical complexity features.
Sentiment We employ various lexicons to gather variables related to sentiment. We use Senti-
WordNet 3.0 [242] for sentiment labels (positive, negative, or neutral), DepecheMood++ lexicon
[243] for emotion labels (i.e., afraid, amused, angry, annoyed, don’t care, happy, inspired, sad), the
lexicon proposed in [244] for VAD (valence, arousal, and dominance) scores, a lexicon from [245]
for connotation, and a lexicon from [246] for politeness measurement.
Message Simplicity We measure exageration employing an imageability lexicon [247]. To capture
properties related to text length we count the average char-length, actual char-length, word length,
punctuation frequency, capital-case frequency per sentence [248], and we apply length encoding
at character-level, plus one additional dimension for non-alphabetical char count. Since some
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propaganda structures usually contain pronouns, we create a lexicon of 123 pronouns in English
and perform one-hot encoding of commonly used pronouns in English.
Argumentation To extract argumentative features representing our data, we train a supervised
classifier for the task of argumentative sentence classification on the persuasive essays dataset
[249]. We first binary classify sentences into argumentative text (claims and premises), or non-
argumentative. Then, using only argumentative text sentences, we classify them into claims or
premises. To address these tasks, we build and fine-tune a BERT classifier.

6.4.1.2 Models The authors in [236] define the Fine-grained Propaganda Detection task as
two sub-tasks with different granularity: (i) Sentence-Level Classification task (SLC), which asks
to predict whether a sentence contains at least one propaganda technique, and (ii) Fragment-
Level Classification task (FLC), which asks to identify both the spans and the type of propaganda
technique.

We used two available datasets for propaganda detection: NLP4IF’19 [236] and SemEval’20
T11 [237].

Sentence-level Classification We employ different models to tackle this task:

1. Pre-trained BERT [241] without fine-tuning and using default hyperparameters.

2. Fine-tuned BERT.

3. Fine-tuned T5 [250], a text-to-text transformer, where we fine-tuned it using the T5ForCondi-
tionalGeneration approach. In this setup, the input is a sentence (as a question), and the
output is an answer (as a label).

4. Linear-Neuron Attention BERT [251]. This was the winning approach of the NLP4IF’19
shared task. This model builds on the BERT architecture with specific hyperparameter
modifications.

5. Multi-granularity BERT [236], which utilizes the BERT transformer with a multi-granularity
network on top. This network includes multi-classifiers for different granularity levels of text.

6. Multi-granularity + Featured BERT, an extension of the model proposed by [236]. It focuses
on the last layer of sentence-level granularity and incorporates proposed features into a BERT
classifier, yielding logits.

7. BERT + Featured BiLSTM, where we use a pre-trained BERT transformer architecture along
with a Bidirectional Long Short-Term Memory (BiLSTM) architecture on top. The BERT
model’s output is combined with propaganda features and serves as input for the BiLSTM
model.

8. BERT + Featured Logistic Regression. This approach follows the same idea as the previous
model, but instead of a BiLSTM, a logistic regression model is used.

Table 32 presents the results for the SLC task (propaganda vs no propaganda). Each experiment
was executed 5 times, and the reported metrics represent the macro-average across all runs. On the
NLP4IF’19 dataset, our proposed models surpassed the state-of-the-art models, with an F1-score
of 0.72 and a precision-score of 0.80 for BERT + Featured Logistic Regression model and Featured
BiLSTM model respectively. For the SemEval’20-T11 dataset, the proposed architecture achieved
the best F1-score when using BERT + Featured Logistic Regression. Utilizing semantic features
alone demonstrated slightly better results than combining them with argumentation features.
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Model
NLP4IF’19 Test Set SemEval’20-T11 Dev. Set

F1 Precision Recall F1 Precision Recall

BERT Baseline 0.52 0.53 0.50 0.48 0.48 0.48

SOTA

Fine-tuned BERT 0.58 0.63 0.53 0.61 0.63 0.60

Fine-tuned T5 0.64 0.64 0.65 0.66 0.65 0.66

Linear-Neuron Attention BERT 0.63 0.60 0.67 0.66 0.69 0.63

Multi-granularity BERT 0.61 0.60 0.62 0.65 0.68 0.63

Proposed Architecture w/ Semantic Features

Multi-granularity + Featured BERT 0.63 0.65 0.61 0.67 0.71 0.64

BERT + Featured BiLSTM 0.65 0.80 0.55 0.65 0.75 0.58

BERT + Featured Logistic Regression 0.72 0.74 0.70 0.68 0.71 0.66

Proposed Architecture w/ Semantic Features + Argumentation Features

BERT + Featured Logistic Regression 0.71 0.72 0.69 0.68 0.70 0.67

Table 32. Results on the Sentence-level classification (SLC) task (binary task).

Fragment-level Classification on NLP4IF’19 Dataset The evaluation of the FLC task
varied depending on the dataset being used. In the NLP4IF’19 Dataset, which comprises 18
annotated propaganda techniques, predictions were performed at the token-level. It is important
to consider that multiple tokens can belong to the same span, and tokens without any propaganda
bias are marked as “no propaganda.”

For this evaluation, the following models are employed:

1. Fine-tuned BERT (baseline) 13.

2. Fine-tuned RoBERTa (baseline).

3. State-of-the-art Model: This corresponds to the winning team in the NLP4IF’19 shared task
[252].

4. Transformer + CRF. We either used a pre-trained BERT or pre-trained RoBERTa model,
followed by a CRF layer as the final layer.
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Baseline

Fine-tuned BERT 0.03 0.09 0.04 0.03 0.07 0.07 0.17 0.08 0.07 0.02 0.01 0.04

Fine-tuned RoBERTa 0.02 0.06 0.02 0.01 0.05 0.07 0.10 0.09 0.07 0.01 0.01 0.02

SOTA (from NLP4IF’19) [253] 0.24 0.21 0.09 .0 0.17 0.16 0.44 0.33 0.40 .0 0.01 0.13

Proposed Architecture

Fine-tuned BERT + CRF (5 epochs) 0.13 0.27 .0 0.04 0.08 0.20 0.59 0.26 0.28 0.08 0.01 0.10

Fine-tuned BERT + CRF (15 epochs) 0.11 0.25 0.02 0.04 0.07 0.28 0.61 0.25 0.22 0.04 0.04 0.13

Fine-tuned RoBERTa + CRF (5 epochs) 0.16 0.32 .0 0.09 0.11 0.35 0.37 0.42 0.37 .0 .0 0.06

Fine-tuned RoBERTa + CRF (7 epochs) 0.14 0.40 0.23 0.08 0.13 0.37 0.46 0.37 0.31 0.05 .0 0.17

Fine-tuned RoBERTa + CRF (10 epochs) 0.15 0.30 0.19 0.09 0.13 0.31 0.53 0.35 0.29 .0 0.01 0.25

Fine-tuned RoBERTa + CRF (12 epochs) 0.15 0.31 0.17 0.05 0.19 0.31 0.47 0.33 0.32 .0 0.03 0.14

Fine-tuned RoBERTa + CRF (15 epochs) 0.16 0.35 0.16 0.03 0.16 0.35 0.49 0.33 0.27 .0 0.01 0.24

Fine-tuned RoBERTa + CRF (5 epochs 3x-Oversampled) 0.15 0.34 0.14 0.07 0.13 0.30 0.52 0.34 0.27 0.05 0.02 0.33

Table 33. Experimental results on fragment-level classification on NLP4IF’19 test set. All scores are reported in
micro-F1 (as in the original challenge). Scores in bold are the ones outperforming SOTA model.

13huggingface.co/transformers/
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SOTA (from SemEval’20 T11) [254] 0.64 0.48 0.47 0.08 0.51 0.23 0.56 0.37 0.70 0.78 0.76 0.59 0.59 0.39 0.28

Proposed Architecture + Proposed argumentation features

Fine-tuned RoBERTa (3 epochs) 0.53 0.08 0.34 0.14 0.17 0.06 0.52 0.32 0.61 0.72 0.68 0.22 0.12 0.42 .0

Fine-tuned RoBERTa (5 epochs) 0.53 0.14 0.34 0.17 0.26 0.09 0.46 0.35 0.60 0.73 0.72 0.17 0.36 0.30 0.18

Fine-tuned RoBERTa (10 epochs) 0.51 0.18 0.33 0.13 0.37 0.22 0.37 0.33 0.58 0.73 0.68 0.17 0.34 0.17 0.23

Fine-tuned RoBERTa (15 epochs) 0.51 0.14 0.29 0.12 0.31 0.14 0.42 0.35 0.55 0.73 0.69 0.13 0.35 0.25 0.21

Proposed Architecture + All proposed features

Fine-tuned RoBERTa (3 epochs) 0.54 0.16 0.38 0.20 0.29 0.18 0.50 0.33 0.60 0.72 0.65 0.23 0.29 0.32 0.09

Fine-tuned RoBERTa (5 epochs) 0.52 0.09 0.35 0.13 0.31 0.21 0.43 0.34 0.61 0.74 0.70 0.21 0.23 0.33 0.12

Fine-tuned RoBERTa (10 epochs) 0.51 0.09 0.31 0.17 0.37 0.28 0.36 0.35 0.54 0.73 0.70 0.19 0.38 0.14 0.19

Fine-tuned RoBERTa (15 epochs) 0.51 0.15 0.32 0.07 0.40 0.29 0.37 0.31 0.54 0.75 0.66 0.18 0.43 0.14 0.12

Table 34. Results on span classification on SemEval’20 T11 test set (micro-F1). Scores in bold are the boost of
F1 metric from proposed architectures compared to the SOTA model.

Table 33 reports on the obtained performances. Evaluation is reported as the average of micro-
F1 scores of 5 run-times. Our proposed architectures, which utilize transformers with CRF output
layers, outperform the state-of-the-art (SOTA) model for several propaganda techniques.

Fragment-level Classification on SemEval’20 T11 Dataset In the SemEval’20 T11
dataset, 14 propaganda techniques are annotated. Our focus lies in the Technique-Classification
task (TC), which we approach as a sentence-span classification problem. To make predictions, we
combine the logits of tokenized elements from both the sentence and the span. Moreover, we add
semantic and argumentation features to enhance the performance. The following models are used:

1. Baseline. We utilize BERT or RoBERTa and implement a joint loss function (losssentence),
combining individual loss functions per sentence (losssentence) and per span (lossspan). We
define lossjoint loss as:

lossjoint loss = α× (losssentence + lossspan)

N loss

where N loss stands for a number of loss elements that are taken into the model (two, in this
case).

2. State-of-the-art Model. This corresponds to the winning team [254] in the SemEval’20 T11
challenge.

3. Proposed Architecture. Our model combines a transformer architecture with a Bidirectional
Long Short-Term Memory (BiLSTM). In addition to textual input, we feed the model with
semantic and argumentation features. We apply the following joint loss function:

lossjoint loss = α× (losssentence + lossspan + lossproposed features)

N loss

Table 34 presents the results obtained from 5 runs, measured as micro-F1 scores. Scores
in bold indicate significant improvements compared to the state-of-the-art (SOTA) model. No-
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tably, RoBERTa with argumentation features outperforms the SOTA model for the “Thought-
terminating Cliches” category. Moreover, by using all semantic and argumentation features to-
gether, we observe some improvements over “Bandwagon, Reductio ad hitlerum” and “Casual-
Oversimplification”. In general, we noticed that using different training epochs help to detect
different propaganda techniques. We observe that some techniques tend to be learnt best at low
training epochs (i.e., “Bandwagon,Reductio ad hitlerum,” “Thought-terminating Cliches”), some
at high training epochs (i.e., “Casual-Oversimplification”).

6.4.2 Conclusions

We proposed a new neural architecture combined with state-of-the-art language models and a rich
set of linguistic features for the detection of propaganda messages in text, and their further clas-
sification along with standard propaganda techniques. Despite the boost in accuracy we achieved
on two standard benchmarks for propaganda detection and classification, this task remains chal-
lenging, in particular regarding the fine-grained classification of the different propaganda classes.
The state-of-the-art results on this subtask require further improvement to actually embed these
solutions in real-world systems.

6.4.3 Relevant publications

• The contributing partners are currently working on a paper describing this contribution.

6.4.4 Relevant software, datasets and other resources

• No additional resources published yet.

6.4.5 Relevance to AI4media use cases and media industry applications

This research is relevant in UC2 “AI for News” since it offers valuable insights into the detection
and classification of propaganda in news articles, alongside linguistic analysis of the features defin-
ing such propaganda messages. This can aid in enhancing the accuracy and credibility of news
reporting.

Furthermore, it contributes to UC4 “AI for Social Sciences and Humanities” and UC1 “AI
for Social Media and Against Disinformation” by addressing the need to identify misleading and
potentially harmful content. Being able to discern such propaganda helps to prevent the spread of
misinformation and mitigate its detrimental consequences for society.

6.5 Combining Objective and Subjective Perspectives for Political News
Understanding

Contributing partner: CEA
Political news provides essential information, the interpretation of which shapes our under-

standing of political actions and events. Comprehensive analysis of the vast amount of political
news available online is only possible by automating the process. Existing news analysis tools
mostly characterize content through objective metrics. For instance, an analysis of the citation
graph enables the clustering of news outlets based on their political affinity [255], an aggregation of
TV and radio broadcast metadata to estimate political biases [256], an analysis of Facebook data
associated with political parties enables an estimation of political polarization [257], and gender
detection in spoken content leads to the quantification of speaking time for politicians of each
gender [258]. These studies provide an objective characterization of news, but do not account
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for the subjective perspective of the author or of the news outlet which could be captured by an
opinion-oriented analysis. This situation is in part a consequence of the limited availability of
target-dependent sentiment classification (TSC) resources for the political domain [259], that can
enable such analysis.

Our main contribution is a news analysis framework that integrates recent NLP components,
information retrieval techniques, and external knowledge bases to obtain a rich text representation
of news articles that combine objective and subjective perspectives. In a nutshell, the pipeline con-
sists of: (1) named entity detection, (2) named entity linking, (3) named entity characterization
via knowledge bases, (4) target-dependent sentiment classification, and (5) topic detection. It no-
tably includes mentioned entities, sentiment associated with each entity, entity demographics, and
political topic(s). Metadata such as the outlet name and the publication dates are also available.
The combination of these dimensions enables the proposal of novel and rich insights about news
outlets, entities and demographic segments. The analysis framework is instantiated for political
news, using a corpus collected from French media. The main findings are the following:
• mainstream political orientations are presented in a rather balanced way in the major news

outlets, but the radical left and right [260] are positively and negatively biased, respectively;
• the mentions and sentiments associated with political orientations vary across topics;
• sentiment scores are generally negative, with important variation between news outlets;
• the most positive and negative sentiment scores for individual politicians are well correlated with

the public perception of their actions;
• mentions are biased toward male politicians, but sentiment scores of female politicians are higher;
• there is an age bias toward older politicians;
• the French semi-presidential system is reflected in the news, with a dominance of politicians who

hold, held or were presidential candidates.
Some of these findings are illustrated below and the remaining ones are available in the associ-

ated publication, which is currently under review. These findings can be of great use for multiple
stakeholders. News outlets can analyze their positioning and make it more transparent to the
general public. Social scientists can gain new insights into the online representation of the political
landscape. Political parties can monitor the online reporting of their political actions. The analysis
can be run for other countries since the NLP components are multilingual and knowledge bases
are international.

6.5.1 Findings

6.5.1.1 Mapping of Political Orientations We analyze the positioning of news outlets with
respect to major political orientations by aggregating mentions and sentiment scores. The mention-
oriented analysis is similar to existing ones [256], while the sentiment-oriented analysis adds a
subjective perspective. We use the five-points scale of political orientations: far left, center left,
center, center right, far right [260].

Figure 45. Distribution of mentions of political orientations in news outlets.
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Figure 46. Deviation of the sentiment associated with major political orientations from the average sentiment of
each source. Average sentiment of linked politicians is indicated in parentheses for each source.

Figures 45 and 46 summarize the mappings of mentions and of sentiment scores versus political
orientations. The comparison of the two figures indicates that there is no correlation between
mentions and sentiment since the Pearson correlation coefficient between the AVG columns in the
two figures is 0.06. This result shows that the two types of analyses are complementary and provide
additional insights into political news. Right-leaning orientations are more cited than their left-
leaning counterparts but the sentiment associated with right-leaning orientations is more negative.
This contrast is even clearer for RR and RL, the two radical orientations that are represented in
the two figures.

Figure 45 shows that the center, including the French governing party, is the most mentioned
orientation. The right-wing tendencies are more represented than their left-wing counterparts.
Outlet-wise, the center is overrepresented in economic newspapers (latribune and lesechos), but
also in les-crises, a right-wing anti-establishment outlet. RL is strongly present in humanite, the
newspaper of the French Communist Party, while the extreme right is often cited by sources such
as closermag, a tabloid, or causeur, a right-wing outlet.

Figure 46 illustrates the sentiment-oriented positioning of news outlets. It is quantified by
the difference between the sentiment score per political orientation and the average sentiment
score of the source. The positioning of sources toward political orientations varies, and this is
a positive finding since diversified opinions are required for a healthy democratic debate. The
representation of mainstream orientations (CL, C, CR) is rather balanced in the major sources (left
of the figure) and more variable in other sources (right of the figure). We also note that, overall,
there is a positive bias toward radical left (RL) politicians and a negative bias toward radical
right (RR) ones. Notable exceptions for RL include valeursactuelles, closermag and lindependant.
The only two sources which have a slightly positive positioning toward RR relative to their average
positioning are valeursactuelles and causeur, but the average sentiment scores of RR remain overall
negative even for these two sources. Intuitively, the center, which includes the current ruling party,
is most criticized by news outlets which are left-wing (humanite and mediapart) and right-wing
(valeursactuelles and causeur).

6.5.1.2 Topic Oriented Analysis The results for mentions and sentiments associated with
political topics are presented in Figures 47 and 48. The mentions of centrist orientation, which
includes the governing party, dominate most topics. This is particularly the case for the health
effects of Covid-19 and for the war in Ukraine, two topics for which the government’s communication
is prevalent in the public space. Corruption is one notable exception, with the center-right being
most cited because several of its politicians were involved in major corruption scandals. There are
some differences even for closely related topics, such as the pairs related to Covid-19 and Ukraine.
There, the mentions of the center are more dominant for Covid Health and for Ukraine War.

The deviation of sentiment associated with political orientations from the average of the topic,
illustrated in Figure 48, can be interpreted as a proxy for the credibility of political orientations
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Figure 47. Distribution of mentions of political orientations for ten impactful political topics.

Figure 48. Deviation of the sentiment for major political orientations from the average sentiment of each topic.
Average topic sentiment is given in parentheses.

for the respective topic. For instance, corruption has a particularly negative representation, with
an average sentiment of -0.5. While still in the negative range, RL, CL and C orientations are
perceived better than CR and RR on this crucial political topic. The radical right has the lowest
scores on average, with particularly negative positioning for climate change and the war in Ukraine.
This finding is probably explained by the relatively small importance given to environment in RR
platforms and by the favorable positioning with respect to Russia in the past for the war in Ukraine.
The radical left is also perceived negatively on the two Ukraine related topics for a similar reason.
However, the sentiment toward RL is more positive than that of other orientations for most other
topics.

6.5.1.3 Gender Representation Existing studies which quantify the representation of gen-
ders in politics [261] show that men are much more present than women. We deepen this analysis
by adding a subjective component to understand how female and male politicians are represented
in the news 14. We present statistics about the mentions of female and male politicians (Fig-
ure 49), as well as the mean sentiment classification scores (Figure 50). The results from Figure 49
show that the news from the analyzed corpus contain significantly more mentions of male than
of female politicians. The percentage of female mentions varies from 16.7% (lemonde) to 22.3%
(leparisien). Considering that the overall proportion of women in French politics is higher (38% in
Parliament15 and 50% in the Government), the results from Figure 49 show a clear underrepresen-

14The corpus includes only 8 mentions of other gender.
15https://data.ipu.org/content/france
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tation of women. This bias is higher than the one observed for French audio-visual media, where
female politicians amount for 30% of the total mentions. The difference is probably explained by
the stronger regulatory pressure on audio-visual media compared to written media. Gender bias is
also stable through time. This finding indicates that the debate about the representation of gender
in society has only a limited effect on the quantitative representation of women in politics.

Figure 49. Percentage of gender mentions in the top-10 news outlets and on average.

Figure 50. Mean sentiment classification scores by gender in the top-10 news outlets and on average.

The gender-focused analysis of sentiment from Figure 50 shows that the mentions of female
politicians are more favorable than those of their male counterparts. This trend is respected for
individual outlets, with some variation of the gap between the two genders. This favorable coverage
is a positive signal for reducing gender bias in politics, but more efforts are needed to reduce the
mention gap.

6.5.2 Conclusions

We introduced an application of NLP to the analysis of political news. The proposed framework
combines recent NLP components, information retrieval and structured information to provide rich
insights about the representation of politics in the news. The NLP components are multilingual
and the resources ensure international coverage. The approach could thus be easily transferred
to other countries and other languages in order to understand the similarities and differences of
political representations in different democratic countries. We provide a comprehensive analysis
focused on sources, politicians, and the representation of demographic segments.

We discuss below a series of limitations of the proposed analysis framework:
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• The collected dataset includes a diversity of French media which are available online, but is
focused on classical media. While the dataset content might induce biases in the analysis,
we carefully designed experiments so as to have sufficiently large samples in each case.

• The sources are represented by a variable number of news and of mentions of entities. The
outlet-related imbalance is mitigated by the fact that the analyses are performed on aggre-
gated samples of data with sufficient data point for each sample.

• Sentiment classification leads to stable aggregated results, despite imperfections for individual
cases. This was verified by ablating the analyzed dataset and studying the stability of results.

• Potential for misuse is associated to any AI technique which has societal impact, and it
cannot be prevented in advance. Notably, analyses such as the one presented here should be
presented as objectively as possible, and authors should restrain from conveying their own
political opinions.

6.5.3 Relevant publications

• E. Dufraisse, A. Popescu, J. Tourille, A. Brun, O. Hamon, “Combining Objective and Sub-
jective Perspectives for Political News Understanding”, 2023, under review [229].

6.5.4 Relevant software, datasets and other resources

• No additional resources published yet.

6.5.5 Relevance to AI4media use cases and media industry applications

This research is currently being integrated in UC2 “AI for News”, in order to give insights to
journalists about the representation of political tendencies and of genders in political news. It
can also be of use in UC4 “AI four Social Sciences and Humanities” since it offers support for an
in-depth analysis of news by political scientists and communication experts. Initial ideas about
integration in UC4 were discussed during a speculative design workshop held in June 2023 in
Amsterdam. The analysis framework can be of use to media researchers and social scientists to
understand the representation of politics in the media. After a domain-adaptation of resources, it
can be used to analyze the representation of other fields in the media, including economics, health
or sports.

6.6 Predicting Political Debate in a Complex International Organisation

Contributing partner: UvA
In this work, we devise a machine-learning protocol to tackle the complex task of investigating

debate leaders in a multi-national organisation: the Intergovernmental Panel on Climate Change
(IPCC).

The IPCC, a prominent international body, is entrusted with assessing scientific information
related to climate change and its impacts. Comprising experts from various countries, the IPCC
operates at the crossroads of scientific research and policy formulation. Its leadership structure
includes the Bureau, a high-ranking committee responsible for overseeing the organization’s work
and steering its activities. This research employs anomaly-detection techniques to identify potential
candidates for the Bureau, thereby constructing an intricate yet implicit model of leadership based
on the behaviors and attributes of existing formal leaders.

The difficulty of this task lies in the impossibility to spell out the characteristics that define
debate leadership in a complex and highly distributed organization, endowed with a hybrid mission
at the interface between science and politics. To bypass this difficulty, we start from a sample of

Second generation of Human- and Society-centered AI algorithms 115 of 182



formal organisational leaders defined by the fact of having been officially nominated for the Bureau
of the IPCC – among the highest positions in the organisation. We use a series of anomaly-detection
techniques to identify IPCC contributors that are or might be Bureau candidates. We find that
we can construct a precise albeit implicit model of IPCC leadership despite its social and political
complexity. We then suggest various explainable AI methods to investigate why the model has
selected members of the IPCC as Bureau candidates. Our analysis of the AI model and of its
errors suggests interesting findings about asymmetries in the data and in the IPCC as well as
shortcomings of the techniques we employed.

The insights gleaned from this analysis transcend the confines of the IPCC and can be applied
to the broader context of “AI for Healthier Political Debate.” This knowledge can be harnessed
to design AI-driven solutions that promote constructive discussions, enhance decision-making pro-
cesses, and mitigate potential biases or shortcomings within various organizations grappling with
the intersection of science, policy, and politics. As societies tackle diverse challenges, the lessons
drawn from this research can inform strategies for fostering more informed, inclusive, and fruitful
dialogues within multifaceted international bodies and analogous institutions.

6.6.1 Background, Data and Methods

While leadership is a classic topic in political research, most work tends to focus on actual leaders,
i.e. individuals who hold specific chairs in international organisations. While we cannot formulate
an explicit definition of IPCC leadership, we know from our own previous fieldwork that the
Bureau nominees are generally chosen among individuals who are recognised and respected within
the organization, or by the national bureaucracies that nominate them. We can thus reasonably
assume that Bureau candidates possess features connected to IPCC leadership and its mandate,
even though these features cannot be easily made explicit. We use machine learning to capture
these latent features and explainable AI to investigate them.

To create our model, we first hand-crafted several features that we expect to support its predic-
tions. For featurization, we draw on a database of IPCC authors and delegates that we started to
collect in two previous research projects and extended and updated since. The database contains
the names of all individuals who have contributed to the first five assessment reports (ARs) of
the IPCC. Great effort was invested to disambiguate homonyms and merge different names of the
same person, but errors may remain. In total, we have counted 5,676 individual contributors to
the IPCC. Our database separates the different roles held by the same individual, thus containing
about 18,000 rows, each corresponding to the contribution by a specific individual in a given role
(delegate, Bureau member, Coordinating Lead Author, Lead Author, Review Editor, Contributing
Author). For each of the contributions, we also collected the national affiliation as declared by the
contributor.

The IPCC proved to be a perfect example of how complicated international leadership can be
and that a black-box model, contrary to intuition, could help us unravel this complexity. The
situation in which we carried out our experiment, we believe, is not exceptional. It is common for
social scientists to be interested in groups with unclear boundaries (e.g., the leaders of an interna-
tional organisation) that they can identify by some prototypical examples (e.g., the official leaders
of the organisation) rather than by an exact definition. Despite the complexity and blurriness of
our target group, we succeeded in training an effective model, combining autoencoders and isola-
tion forests, and in developing a non-trivial measure of leadership. Figure 51 showcases that our
models can discriminate leaders, potential leaders, which are those IPPC members that we expect
to become leaders, and others.
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Figure 51. Average of and standard deviation for the MeanLength of the individuals of our corpus across the 10
implementations of our protocol.

6.6.2 Experiments

To make our protocol relevant for research into the development of political debates, we repurposed
our model shifting its use from prediction to the description of political leadership relations in a
complex international organisation. We developed a leadership-score as a continuous metric based
on the outputs of our models and capable of capturing different degrees of exceptionality and to
adapt to boundary cases. Repurposing predictive analytics techniques allowed us to describe the
high-dimensional relationality of political leadership and to shed light on the different ways in
which Global North and Global South countries, as well as from different regions of the World,
contribute to the IPCC.

The paper also provides an extensive showcase of AI-explainability techniques for social and
historical research. Using our leadership score and the classes of leaders and potential leaders,
we could define surrogate models, for which we could derive the most important features. This
analysis allowed us to separate the definition of leadership inherent to our model (which combines
different forms of engagement with the organization) from the likelihood of being nominated to
the IPCC Bureau (which is highly dependent on the recency of the latest contribution). We
could also show how for particular individuals, decisions are made on the basis of the multifaceted
interaction of several of our features, which a more straight-forward analysis would have missed.
We could describe borderline cases that can be especially interesting to investigate. For instance,
Anonymous1 looks from his website to be a good candidate for leadership as an author for special
reports, reviewer for the greenhouse gas inventories guidelines and a committee representative for
his country. But these leadership attributes are not reflected in our data. Through these borderline
cases, the model offers hints how we could improve the database in the future.

Through the combination of black-box modelling, explainable AI techniques and our expert
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knowledge of the IPCC, we have highlighted several shortcomings of machine learning. We have
shown, in particular, that AI techniques are highly dependent on the data they are based upon
and could end up not only transmitting, but also amplifying their biases. It is also challenging
for AI techniques to explain phenomena that are extremely complex and influenced by contextual
and contingent factors. This is not a reason to abandon these techniques, but an exhortation to
make database biases also an object of research. Reflecting on the mistakes of black-box modelling
can reveal asymmetries present in the data, such as the one between developed and developing
countries, as well as the leanings of the techniques employed, such as the tendency of anomaly
detection techniques to identify all outliers.

6.6.3 Relevant publications

• T. Blanke, et al. “A Peek Inside Two Black Boxes”, 2023, under review [262].

6.6.4 Relevant software, datasets and other resources

• No additional resources published yet.

6.6.5 Relevance to AI4media use cases and media industry applications

This research speaks directly to UC4 “AI for Social Sciences and Humanities” since it offers support
for an in-depth analysis of political debates within a complex international organisation that is
nevertheless typical and is supposed to be replicated in other contexts like AI and biotechnology.
We offer a perspective that is genuinely driven by research interests in the social sciences and
applicable in a number of related fields. It is especially relevant here as it also showcases some
shortcomings of these techniques that provide valuable lessons to the community.

6.7 Understanding the Ephemerality of the Public Discourse during the
COVID-19 Pandemic

Contributing partners: BSC and UvA

This work-in-progress study investigates the ephemeral nature of public discourse during the
COVID-19 pandemic, with a focus on understanding the emergence and dissemination of various
topics on Twitter. Although the data was collected using the Twitter Public API and the now-
defunct Academic API, the study remains significant as it sheds light on the role of news media
and online social media platforms, particularly Twitter, in shaping and disrupting public discourse
during the crisis. The research adopts a two-method approach, utilizing computational methods to
analyze the topics that emerged over time and a quantitative and qualitative analysis to identify
prominent topics and their patterns of emergence.

6.7.1 Background, Data and Methods

Public discourse during crises plays a critical role in shaping collective attitudes and actions. Social
media platforms, especially Twitter, have emerged as influential spaces for public discourse during
crises periods, especially health and political ones. The ephemerality of topics on these platforms
raises questions about the longevity and impact of discussions on crucial matters.

The COVID-19 pandemic sparked intense public discourse across social media platforms, par-
ticularly Twitter, serving as a significant tool for information dissemination and consumption.
Understanding the ephemerality of topics during this period is crucial for grasping the dynamics of
public opinion formation. This study aims to explore how certain topics emerged and disappeared
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on Twitter during the pandemic and to identify potential disruptors of topic emergence, specifi-
cally news media and discussion on online social media platforms. However, there is a scarcity of
research on the factors that contribute to topic ephemerality, and this study seeks to address this
gap.

In this context, we examine the use of temporal dynamic patterns as a measure of discussion
health on online social media. Our aim is to understand public discussions based on their volume
and the timing of contributions. As a result, we analyze the potential use of our ephemerality
concept for labeling online public discourses based on how desirable, healthy and constructive
they are. Additionally, we aim to understand the relation between ephemerality and information
source. Initially, our approach lies in the identification of discussion types in an unsupervised
manner. Subsequently, we use the concept of ephemerality to characterize these types, which we
define more formally.

Our data consists of tweets related to the COVID-19 pandemic that were collected using the
Twitter Public API during the pandemic’s peak period. The Academic API, which was available
at the time, was also utilized to augment the dataset after its availability in 2021. Although the
Academic API is no longer operational, the data collected before its discontinuation remains a
valuable source for this study.

Computational methods, including Natural Language Processing (NLP) and topic modeling,
were then employed to identify emerging topics during different phases of the pandemic. The
collected tweets underwent preprocessing to ensure data quality by removing duplicates, spam,
and irrelevant content. To address variance and noise while minimizing the loss of precision, we
implement a smoothing technique on vectors.

After gathering and preprocessing the raw tweets, we proceeded to extract sets of tweets related
to specific topics. To identify COVID-19-related controversies, misinformation topics, and rumors,
we referred to Poynter’s database. For each of these topics, we manually composed a Solr query
based on their description. The purpose was to retrieve relevant tweets using their most character-
istic keywords for each specific topic. During our timeframe, we successfully characterized a total
of 68 different misinformation topics. By analyzing patterns of engagement and dissemination over
time, our method enables a comprehensive understanding of topic ephemerality.

From the computationally generated topics, a list of more prominent ones was selected for
further analysis. This is followed by a quantitative and qualitative analysis of more prominent
topics to identify their patterns of emergence and to uncover the role of news media and online
social media platforms in shaping and disrupting public discourse. The quantitative analysis
involved measuring the volume and velocity of tweets for each topic, offering insights into their
emergence and dissemination. Simultaneously, the qualitative analysis delved into the content of
these prominent topics, identifying potential disruptors of topic emergence, such as news media
narratives or influential social media accounts.

6.7.2 Results

This study is still a work in progress from a Young Fellow Exchange; hence, the preliminary findings
suggest that public discourse during the COVID-19 pandemic was highly dynamic and influenced
by both news media and online social media platforms. The computational analysis revealed the
emergence and dissemination patterns of various topics throughout the pandemic. Quantitative
and qualitative analysis of the selected prominent topics identified key factors contributing to their
ephemerality, including media narratives and the amplification of certain discussions by influential
Twitter users. The research emphasizes the significance of comprehending the role of these entities
in shaping public opinion during crises and how they generate public engagement that influences the
ephemerality of certain topics. Additionally, our findings delve into the implications of ephemeral
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discourse for information dissemination and societal responses to pandemics, along with its broader
impact on public perception.

6.7.3 Conclusions

In conclusion, this study provides valuable insights into the ephemerality of public discourse on
Twitter during the COVID-19 pandemic. The research showcases the importance of employing
computational and qualitative analysis to comprehend the emergence and dissemination of topics.
By identifying factors that disrupt the initiation of topics, such as news media and influential social
media accounts, this study contributes to a better understanding of how public opinion evolves
during crises. As a result, this knowledge can aid in developing computational methods to identify
ephemeral characteristics of certain topics and offer guidance to media on how to counter the
impact of misinformation by avoiding its amplification.

6.7.4 Relevant publications

• No relevant publications published yet.

6.7.5 Relevant software, datasets and other resources

• No additional resources published yet.

6.7.6 Relevance to AI4media use cases and media industry applications

This research aligns perfectly with UC4 “AI for Social Sciences and Humanities” as it provides
valuable insights for conducting in-depth analyses of political debates. Its relevance lies in shedding
light on the opportunities to detect ephemeral contents, offering valuable lessons for the research
community. By exploring the ephemerality of public discourse during the COVID-19 pandemic
on Twitter and identifying factors that influence topic emergence and dissemination, this study
contributes to the advancement of computational applications in social sciences and humanities,
while also highlighting areas for improvement for media and further research in these fields.
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7 Perception of hyper-local news (T6.5)

Contributing partners: IDIAP
Local news are sources of both day-to-day and critical information, and part of individuals’ and

communities’ life. In Europe, local news are produced by hundreds of sources and many languages.
This task is focused on the analysis of local news and the understanding of their perception both by
people and machines. This section summarizes the main work and results for the current period.
Section 7.1 describes outcomes of the work initiated in the previous period and partly presented
in the previous WP6 deliverable (D6.1). Sections 7.2 - 7.5 describe work initiated in the current
period. Please note that, whenever possible, the material in this section is taken and adapted from
the published papers listed on each subsection.

7.1 Analysis of Health News from Newspapers and Online Videos

Contributing partner: IDIAP

7.1.1 Analysis of Europe’s Press Coverage of Covid-19 Vaccination News

Understanding how newspapers present local news contributes to characterizing the full information
ecosystem. In the previous deliverable (D6.1), we presented a dataset of over 50,000 online arti-
cles about Covid-19 vaccination, published by 19 newspapers from 5 European countries (France,
Italy, Spain, Switzerland, and UK) over 22 months in 2020-2021. We performed NLP analyses
on headlines and full articles, including named entity recognition, topic modeling, and sentiment
analysis, to identify actors, subtopics, and sentiment across countries. Our analysis first showed
a few consistencies across countries and subtopics, including the prevalence of neutral sentiment
and relatively more negative sentiment for non-neutral articles, with few exceptions like the case
of vaccine brands. The analysis also revealed differences, like a high negative-to-positive sentiment
ratio for the no-vax subtopic. The dataset also provided research resources for new work, presented
in sections 7.2 and 7.3.

7.1.1.1 Relevant publications
• D. Alonso del Barrio and D. Gatica-Perez, “How Did Europe’s Press Cover Covid-19 Vac-

cination News? A Five-Country Analysis”. In Proc. ACM International Workshop on
Multimedia AI against Disinformation, Newark, Jun. 2022. [263].
Zenodo record: https://zenodo.org/record/6779422.

7.1.1.2 Relevant software, datasets and other resources
• A European news dataset was produced for academic research purposes. However, the dataset

cannot be distributed to third parties. Newspapers were contacted to request permission to
distribute the data, but authorization was not obtained as of today.

7.1.1.3 Relevance to AI4media use cases and media industry applications This work
is of relevance to use cases that analyze multiple information sources on the same topic. This
initial work was used as the basis of the work in Section 7.2, where it was used for UC4 (AI for
Social Sciences and Humanities).
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7.1.2 Analysis of Health Online Video

Practices related to health circulate widely on YouTube. In the previous deliverable (D6.1), we
presented a study to understand health and wellbeing-related practices of a group of popular,
professional YouTubers from their audio-visual content. The analysis involved 2,500 YouTube
videos, polytextual thematic analysis to identify six health-related categories, manual labeling of
videos, and automated analysis of speech transcriptions and visual content. The analysis showed
that distinctive patterns exist for the health-related categories under analysis, and that is possible
to classify videos according to health-related categories in a binary setting (best accuracy obtained
for linguistic features, ranging between 74-87%, see Table 35.) The work resulted in the publication
listed below.

Binary video class Number of videos Accuracy (lingusitic features)

Nutrition 2120 87%

Self-development 1364 75%

Bodycare 1328 78%

Physical activity 878 78%

Companionship 370 77%

Rest 316 74%
Table 35. Video classification results according to category.

7.1.2.1 Relevant publications
• T.-T. Phan, C. Michoud, L. Volpato, M. del Rio Carral and D. Gatica-Perez, “Health Talk:

Understanding Practices of Popular Professional YouTubers”. In Proc. Int. Conf. on Mobile
and Ubiquitous Multimedia, Lisbon, Nov. 2022. [264].
Zenodo record: https://zenodo.org/record/8045932.

7.1.2.2 Relevant software, datasets and other resources
• A dataset of video transcriptions was produced for academic research purposes, but the terms

of YouTube do not allow to make them publicly available.

7.1.2.3 Relevance to AI4media use cases and media industry applications Given the
close collaboration between computing and psychology involved in this research, the work is po-
tentially relevant for UC4 (AI for Social Sciences and Humanities.)

7.2 Frame analysis of European News

Contributing partner: IDIAP In recent years, there has been a surge in concepts like data-driven
journalism, computational journalism, and computer-aided reporting, all aimed at integrating jour-
nalism with technological advancements. The progress in the use of Natural Language Processing
(NLP) in journalism is driven by transformer-based machine learning models, which are being
integrated into the media sector to perform various tasks, including generating headlines using
language models, summarizing news articles, or detecting misinformation.

The advent of Large Language Models (LLM) like GPT-4, BLOOM, and ChatGPT represent
a trend toward facilitating human-machine interaction. Consequently, this has opened up a broad
spectrum of possibilities. However, these models also suffer from a lack of transparency. Ongoing
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efforts are being made to enhance transparency, analyzing use cases to gauge their utility and
limitations.

The objective of this line of work is to evaluate the effectiveness of GPT-3.5 in a specific appli-
cation, namely, the analysis of frames in news articles. Frame analysis is a journalistic concept that
involves studying the presentation of news stories, and examining which aspects are emphasized.
It aims to determine whether an article adopts an informative approach, imparts moral lessons,
showcases an economic perspective, or emphasizes human emotions, among other frames.

For the task of automatic frame classification, pre-trained models with fine-tuning techniques
had been used. However, generative models now provide the possibility of employing prompt
engineering techniques for frame classification, thus offering an alternative to the previous fine-
tuning approach.

7.2.1 Methods

We followed three steps, using a subset of the European news dataset described earlier in this
section [263]. The first step is data annotation of headlines sourced from articles centered around
the Covid-19 anti-vaccine movement. The second step is the use of LLM with the fine-tunning
technique. The final step is the use of LLM with prompt engineering.

Annotation. Reviewing the existing literature on framing, we prepared a codebook containing
definitions and examples of frame types, following the framework proposed by [265]. This included
5 generic frames (attribution of responsibility, human interest, conflict, morality, and economic
consequences), along with a ’no-frame’ category. A total of 1,786 headlines were manually labeled.
Two researchers independently labeled the entire dataset, each annotating 893 headlines, ensuring
comprehensive coverage and reducing errors.

Fine-tuning approach. Previous works related to frame classification in the literature have
used fine-tuning, BERT-based models. In our work, we implemented this approach as baseline,
but we aimed to go one step further and investigated the use of fine-tuning of GPT-3.5.

Prompt-engineering with GPT-3.5. In this approach, instead of adapting pre-trained
language models (LMs) for specific tasks, the downstream tasks are restructured to resemble the
tasks tackled during the original LM training. This is achieved with the help of textual prompts.
For instance, when determining the emotion of a social media post like “I missed the bus today.”,
we may use a prompt like “I felt so ” and prompt the LM to fill the blank with an emotion-
bearing word. Alternatively, by using a prompt like “English: I missed the bus today. French: ”,
the LM can fill the blank with a French translation. By carefully selecting these prompts, we can
influence the model’s behavior, enabling the pre-trained LM to predict the desired output without
any additional task-specific training. Adapting this idea to the classification of frames at headline
level, we define the prompt as including the definitions of the different types of frames, and the
headline to classify. We then asked the model to choose one of the definitions that best fit that
headline.

7.2.2 Experiments

For the first step of our methodology, we sought to determine the dominant frames used in news
headlines across five European countries when discussing the anti-vaccine movement. Through the
process of human annotation, we examined the 1,786 headlines from articles on Covid-19 anti-
vaccine movement. The analysis revealed that the prevailing frame observed in these headlines
was ’human interest.’ This frame involved personalizing events through the inclusion of individual
statements or specific incidents. Additionally, a substantial number of headlines were classified as
presenting neutral information without a distinct frame. Notably, we found remarkable consistency
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in the distribution of frame types across all countries, with ’human interest’ and the absence of
frames emerging as the most prominent patterns, as shown in Fig. 52.

Figure 52. Non-normalized distribution of frames per country

For the classification steps, as mentioned before, we followed two approaches: a traditional
fine-tuning approach and the prompt-engineering method. Our study aimed to investigate the
feasibility of utilizing prompt engineering to classify headlines based on different frames. Prompt
engineering offered an alternative approach that eliminated the need for labeled training data and
instead relied on the capabilities of GPT-3.5. We conducted a thorough analysis of GPT-3.5’s
performance in frame classification. The findings indicated that the baseline based on fine-tuning
two BERT models achieved an accuracy of 67% (BERT) and 70% (RoBERTa). In contrast, fine-
tuning GPT-3.5 achieved an accuracy of 72%, thus surpassing the performance of the baseline
methods. However, when employing prompt engineering, the accuracy dropped to 49%. It is
worth noting that the subjective nature of human labeling played a significant role in influencing
the achieved accuracy of the classification task. Because of this subjectivity, we did an additional
experiment in which we asked the annotators if they agreed with the label given by GPT-3.5,
and the agreement between humans and machine resulted in an increase up to 76% of the cases,
which shows that the GPT-3.5 does not make random guesses, but tends to coincide with human
annotation for this subjective task.

7.2.3 Conclusions

This work contributed in two ways. Firstly, we implemented a systematic human annotation pro-
cess, enabling the identification of the dominant frames in European news headlines related to
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the anti-vaccine movement. This process revealed the prevalence of the “human interest” frame,
as well as a notable number of headlines presenting neutral information without a specific frame.
Secondly, we conducted an extensive performance analysis of GPT-3.5, comparing the traditional
fine-tuning approach with the emerging prompt engineering method for frame classification. The
outcomes of our work also shed light on the potential and limitations of these approaches, empha-
sizing the impact of human subjectivity on accuracy. More specifically, the intrinsic subjectivity
of the annotation is something to deal with, either with multiple annotators, or by not choosing
only one of the possible frames as valid, as we have observed cases in which more than one option
makes sense in semantic terms.

7.2.4 Relevant publications

• D. Alonso del Barrio and D. Gatica-Perez : “Framing the News: From Human Perception to
Large Language Model Inferences”. In Proc. ACM. International Conference on Mutimedia
Retrieval (ICMR) 2023, Thessaloniki, Jun. 2023. [266].
Zenodo record: https://zenodo.org/record/8045932.

7.2.5 Relevant software, datasets and other resources

• A dataset of labeled headlines with respect to frames, derived from the European news
dataset, was produced. However, as mentioned in Section 7.1.1, we currently do not have
authorization to make the articles publicly available.

7.2.6 Relevance to AI4Media use cases and media industry applications

Based on discussions with NISV (UC4: AI for Social Sciences and Humanities), the work on frame
analysis was seen as valuable and timely, involving ML to study a concept from journalism – the
identification of frames in a text. A concrete collaboration was undertaken to investigate the appli-
cability of the frame analysis approach in the context of NISV content. This involved the selection
of a dataset of NISV original content in Dutch; the manual labeling of frames according to the
framing scheme investigated for European news; the application of the existing frame classification
models to this dataset; the analysis of the quality of the results; and a further analysis related to
its future applicability.

7.3 Analysis of No-Vax News in the European Press

Contributing partner: IDIAP
The anti-vaccine movement, fueled by the ease of spreading information, particularly through

social media platforms - where rumors and conspiracy theories can contribute to vaccine hesitancy
- has gained visibility [267] [268]. Both traditional and social media have played a pivotal role
in informing the general public about vaccination, influencing public opinion by either promoting
vaccination or amplifying doubts. Surveys conducted across different countries have consistently
shown that individuals relying on traditional media like newspapers and television news are more
inclined towards getting vaccinated, while those who primarily rely on social media as their primary
information source exhibit more hesitancy towards vaccination [269] [270] [271].

Existing computing research has predominantly focused on identifying and analyzing false con-
tent, be it text, images, or videos circulated on social media platforms. However, comparatively
less attention has been given to how reputable news outlets, which hold significant trust among
the public, have addressed the issues of vaccine hesitancy, misinformation, and disinformation.
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To bridge this research gap, our work studied how major European newspapers approached
reporting on the movement against the Covid-19 vaccines, and how these media outlets addressed
the issue of misinformation and disinformation surrounding the vaccines. By examining these
aspects, we contributed to understanding the role of the press in shaping public opinion and
countering vaccine-related disinformation.

7.3.1 Methods

In this work, we implemented several techniques, with the aim of extracting indicators of how the
written press treated the issue of the anti-vaccine movement and disinformation, on the European
news dataset described earlier [263]. The analysis included:

• Subtopic modeling. The goal was to identify the main sub-themes within the main No-Vax
theme by using BERTopic [272].

• Semantic similarity with word embeddings. The objective was to identify relation-
ships between terms to capture different aspects within no-vax and disinformation. We used
Word2vec to encapsulate the words in vectors and then study their similarity and the rela-
tionship between terms.

• Classification by country. The aim was to study the similarity or differences among
countries when dealing with a common topic. We used logistic regression, which allowed to
see which words influenced the country classification of the articles, and also allowed to see
what happened in the classification of each country.

• Political orientation. Based on the sentiment analysis of one of our previous studies [263],
we examined the sentiment of the no-vax articles according to their political orientation.

• Analysis of sentences related to disinformation. The goal was to study in depth those
words that contain the word disinformation, reveal what Named Entities appeared, and
understand the relationship between them, in order to detect the main characters related to
No-Vax and disinformation.

Figure 53. (a) Per-country number of articles about disinformation in the dataset of articles about no-Vax. (b)
Per-country number of articles about disinformation in the dataset of articles about no-Vax normalized by the
number of newspapers
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Figure 54. Most frequent named entities in disinformation sentences

7.3.2 Experiments

The above analyses provided insights into how major European newspapers presented news related
to the movement against the Covid-19 vaccine. As a first illustration, the statistics of newspaper
articles related to No-Vax and disinformation per country are shown in Fig. 53, which shows
substantial differences in certain countries (e.g. Italy vs. Spain or Switzerland).

As a second example, we delved deeper about analyzing sentences that contained terms such
as “disinformation” or related keywords in these articles. The results of the analysis is shown in
Fig. 54, which shows the list of most frequent named entities in disinformation sentences. This
reveals the main actors (persons, organizations, and places) involved in such articles, and clearly
show the relevance of global actors (i.e., beyond Europe) in European news content.

Figure 55. Word embeddings: no-vax and disinformation
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As a third example of analysis, Fig. 55 shows the results of the word embedding for both no-vax
and misinformation, which highlights the use of specific terms in the European press related to
these themes. The full analysis can be found in the corresponding publication, cited at the end of
this section.

7.3.3 Conclusions

Utilizing a dataset of European articles concerning the anti-vaccination movement, our initial step
involved conducting a range of assessments, including subtopic modeling, investigating semantic
connections via word embeddings, categorizing articles by their country of origin, and performing
sentiment analysis grounded in political inclinations. To delve further into our primary exami-
nation, we explored and scrutinized sentences containing the term “disinformation” (or similar
concepts) within these articles. This was complemented by applying various analytical methods
such as named entity recognition, identifying keyword associations, sentiment analysis, and eval-
uating relationships between entities. This comprehensive analytical approach enabled to gain a
better understanding of how the European press actively confronted and addressed the issue of
Covid-19 vaccine-related disinformation associated with the anti-vaccine movement. As our anal-
ysis shows, the efforts of the European press played a significant role in providing information of
quality towards countering the spread of disinformation and misinformation.

The main limitation of the work has to do with is access to more newspapers, with a larger
coverage of the political spectrum. More specifically, there are some countries with only two
newspapers in the dataset, while others have six. Expanding the data would provide a more
complete description of the phenomena in each country.

7.3.4 Relevant publications

• D. Alonso del Barrio and D. Gatica-Perez : “Examining European Press Coverage of the
Covid-19 No-Vax Movement: An NLP Framework”. In Proc. ACM International Workshop
on Multimedia AI against Disinformation, Thessaloniki, Jun. 2023. [273].
Zenodo record: https://zenodo.org/record/8045910.

7.3.5 Relevant software, datasets and other resources

• This work used a subset of the European news dataset already described in Section 7.1.1.

7.3.6 Relevance to AI4Media use cases and media industry applications

This work is related to use case UC1: AI for Social Media and Against Disinformation, as we
describe an important part of the ecosystem where disinformation is made visible and critiqued.
This was the role played by some of the main European newspapers, regarding specifically the
issue of the no-vax movement.

7.4 A Local Lens: Characterization of French-Speaking Swiss News

Contributing partner: IDIAP
In addition to examining trends at the European level for multiple countries, another research

thread is the examination of news content at a more local scale. Over the past years, the distri-
bution of newspapers has been challenging for the local press [274], notably in Europe [275]. The
consumption of the physical form of the local news has declined, while people follow more closely
this type of information [276]. In order to maintain and expand their audience and notoriety, the
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stakeholders in this sector have developed and implemented new strategies [277]. Also, there has
been a resurgence of focus on local outlets in the wake of various events that have caused people to
have doubts about global and national newspapers [278]. The local press, with its specific issues,
has been subject to transformation, particularly through digitization. This research thread aimed
to analyze the local media landscape in three French-speaking cantons of Switzerland, through the
characterization of the content published by a local media outlet, ESH Medias, on their online
platform [279]. Our work focuses on the computation of linguistic characteristics in the content,
to extract ’local’ features and to identify research questions to examine journalistic phenomena
specific to the local press.

7.4.1 Experiments

7.4.1.1 Data The data collected consists of online articles published in the three newspapers
of the ESH Medias group, which have dedicated local audiences: Le Nouvelliste (in Valais canton),
La Cote (in Vaud canton), and Arc Info (in Neuchatel canton). An agreement with the news
company allowed for and facilitated the data collection process. The time window of data begins
in January 2015 and ends on June 30, 2022. The number of articles collected is displayed in Table
36.

Articles published

Le Nouvelliste La Cote Arc Info Total

43 393 38 283 48 479 130 155

(21 581) (12 618) (22 830) (83 243)
Table 36. Numbers of articles collected for each local newspaper. The numbers of unique articles are listed in
parentheses. The final total of unique articles does not equal the sum of unique, because we kept the first
occurrence of the duplicated.

For each article, we collected the title, the headline (or chapeau in French), and the content of
articles as textual data. We have also added as metadata the authors, the date, the tags (defined
by the authors), and the picture illustrating the article. In total, there are 56,744 unique articles
with an illustration.

7.4.1.2 Descriptive Analysis For the initial part of this analysis, we evaluated the quality
of the dataset to determine its relevance to the analysis and to understand the specifics of the
articles. The time distribution in Figure 56a reveals a difference in the digitization of articles and
the prevalence of published articles for each newspaper. We note a clear distinction between before
and after June 2019. The main source of articles was Keystone-ATS, the national press agency of
Switzerland, with more than 10,000 contributions over the years. We also observed journalists who
wrote articles for the three newspapers. Taking this aspect into account may be useful to analyze
potential differences between the ’local’ features of the articles. Furthermore, self-reported topic
tags were used as a pre-categorization for the articles, and we noticed several interesting elements.
Although the metadata before June 2019 may be too sparse to work with, we still observe some
temporal patterns that are representative of certain periods. One notable example connected to our
previous work reported in this section is the Covid-19 pattern in the first half of 2020, with more
than 25% of the articles having this tag in Figure 56b. The excluded tags, which were reported
in the articles of one newspaper but not in the other, may also represent indicators of locality of
the canton of distribution. As an illustration, we can see in Figure 56c references to FC Sion (the
local Valais football club), as well as Martigny and Sierre (Valais cities), and Crans-Montana (a
mountain resort.)
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(a) temporal distribution of the
number of articles published

(b) temporal distribution of the
reported tags

(c) temporal distribution of the tags
reported only in Le Nouvelliste

Figure 56. Temporal distributions of the number of articles published in Arc Info, La Cote, and Le Nouvelliste,
with their tags

7.4.1.3 Content Analysis After analyzing the metadata, we conducted a linguistic charac-
terization of the articles published after June 2019 to extract the information conveyed by the text.
To do this, we used the Named Entities Recognition (NER) approach of the SpaCy pipeline[280]
for our French articles. This model retrieves entities according to 4 tags: LOC for location, PERS
for persons, ORG for organization, and MISC for miscellaneous. The results in Figure 57a showed
that the entities linked to location were predominant (excluding ’covid’), likely due to the nature of
news reporting, which situates their article, and the interest of journalists and readers in this local
dimension. The model also demonstrated its generalization performance by extracting very local
and very specific entities, such as local personalities and national or local institutions. In Figure
57b, we note for PERS entities ’Christophe Darbellay’ (member of the Executive Government of
Valais) or ’Daniel Yule’ (a Valais ski athlete.) To further analyze the results, we identified the
entities specific to newspapers by looking at (1) the intersection of the entities of pairs or local
newspapers, and (2) the entities of a single newspaper by excluding those of the others. The inter-
section approach shows more general entities, like “Noël” or “coupe de suisse” in Figure 57c. The
exclusion approach revealed very local entities, which are in the distribution area of the newspaper,
such as “Cossy” or “Genolier-Begnins” in Figure 57d.

The characterization of the articles was further studied by evaluating the lexical richness and
readability of the texts, looking for notable differences between groups of articles. To conduct these
measures, we used the lexical richness library [281] and the pyreadability library [282] to implement
the evaluation of these metrics. As lexical richness metrics, we selected the Moving Average Type-
Token ratio, the Hypergeometric Distribution Diversity, the Measure of Textual Lexical Diversity,
and the Dugast’s lexical diversity measure. For the Readability metrics, we selected Flesch Reading
Ease (FRE), Gunning-Fog Index (GFI), Coleman-Liau Index (CLI), Flesch-Kincaid Grade level
(F-K GL), and Automated Readability Index (ARI). These parameters of these metrics have been
adapted to the French language. After evaluation, the lexical richness and readability measures
were found to be consistent across the newspapers and measures. The readability measures were
determined to be suitable for a pre-adult/adult audience, while still being accessible to the general
public. In Table 37, the results evaluate the average readability to the 16-to-17 years old (GFI) or
high-school level (FRE).

7.4.1.4 Unsupervised topic clustering In this part of the work, we conducted experiments
to extract a self-organization of articles based on their topic. To do this, we used the BERTopic
pipeline [283], with two embedding models: a multi-lingual BERT model with 128 tokens as input
and 384 features as output [284], and a French BERT model (CAMEMBERT), with 512 tokens as
input and 1024 as output [285]. We also used the HDBSCAN clustering algorithm, which was the
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(a) Temporal distribution of NER entities in the 3
newspapers.

(b) Temporal distribution of PER entities in the Le
nouvelliste.

(c) Occurrences of NER entities appearing in Arc Info and
Le nouvelliste.

(d) Temporal distribution of NER entities in Le nouvelliste
excluding entities in other newspapers.

Figure 57. Temporal distribution and bar graph of the NER entities in the articles of Le Nouvelliste, Arc Info,
and La Cote.

Metrics all Arc Info La Cote Le Nouvelliste

FRE 54.84 (9.56) 54.84 (10.2) 54.60 (8.48) 54.96 (9.53)

GFI 13.76 (2.76) 13.60 (2.92) 13.94 (2.3) 13.82 (2.84)

CLI 10.07 (1.65) 10.24 (1.73) 9.961 (1.58) 9.975 (1.6)

F-K GL 11.37 (2.56) 11.25 (2.73) 11.53 (2.1) 11.38 (2.63)

ARI 11.95 (3.28) 11.87 (3.49) 12.09 (2.65) 11.94 (3.39)
Table 37. Results of the readability evaluation applied to the articles in each newspaper of the dataset

most suitable for our articles due to their sparse and varied nature. The two major results were
(1) the inference of the French model with the entire articles as input (60 topics in results); and
(2) the inference with the multilingual model with only the title and the headlines as input (84
topics). In Figure 58, we present the result of the hierarchy with the top 20 topics of the French
model. Notably, the number of outliers with a minimum restriction of 50 neighbors was relatively
large (around 20,000 articles). This may be explained by the nature of the data, with articles
which can be relatively distinct according to the information reported, but also by the binarity of
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the classification, the articles are predicted for a single cluster in this implementation.

Figure 58. Hierarchy of the top 20 clusters of the French model applied to cluster the Swiss local dataset.

We used OCTIS[286] to measure the quality of the clustering, and the results of the two
inferences are presented in Table 38. For topic diversity metrics, we selected the usual Topic
Diversity with the ratio of words from the top representative words for a topic unseen in other
topics, the Inverted Ranked-Based Overlap (Inverted RBO). For topic coherence, we used U Mass
coherence, and Normalized Pointwise Mutual Information (NPMI). Finally, we used the Kullback-
Leibler divergence (K-L) to quantify the significance of the topic clustering results. The results
are shown in Table 38. These numerical results are relatively difficult to interpret regarding their
specificity and the data we consider. For instance, the topic diversity measure only takes a partial
representation of the topics, but they may be used as proxies to compare topic models. Further
research could follow a comparative approach and investigate how these measures compare to other
existing news datasets, such that certain baseline reference points can be established.

Metrics French Multi

Topic Diversity 0.8800 0.8663

Inverted RBO 0.9949 0.9973

Umass -3.308 -8.056

NPMI 0.07857 -0.05649

K-L 2.289 2.964
Table 38. The results of the coherence, diversity, and significance metrics applied to the inferences of the two
main clustering outputs.

7.4.2 Conclusions

This research provided a first analysis of the unique characteristics of local Swiss news data and the
associated challenges. We proposed a framework for the systematic analysis of newspaper articles
from multiple perspectives. Additionally, we were able to identify several features that are specific
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to local news, as well as those that differentiate the sources. Our work will be further developed
by analyzing the particularities of the article clusters that were identified, and by refining and
expanding the definitions of locality we proposed here.

7.4.3 Relevant publications

• A publication is under preparation.

7.4.4 Relevant software, datasets and other resources

• This study involves a dataset of news articles collected from the websites of three local
newspapers, in agreement with the company who owns the newspapers. The dataset is
currently private; we will investigate whether it is possible to make it publicly accessible in
the future.

7.4.5 Relevance to AI4Media use cases and media industry applications

This study initiates an exploration of tools in NLP that align with the methodologies used in
social sciences for news analysis. This is particularly relevant to UC4: AI for Social Sciences and
Humanities. The research also focuses on the distinct features of local news, contributing to a
deeper understanding of its added value compared to national or international news, including the
specific type of stories covered and the framing of the articles. This line of work may influence how
the media addresses local news topics and their biases by taking into consideration the studied
characteristics.

7.5 Referencing in YouTube Knowledge Communication Videos

Contributing partner: IDIAP
As a final contribution in T6.5, we studied another important information channel beyond

newspapers, namely YouTube, in connection to the quality of information of online videos. In
recent years, there has been widespread concern about misinformation and hateful content on
social media that are damaging societies. Being one of the most influential social media that
practically serves as a new search engine, YouTube has accepted criticisms of being a major conduit
of misinformation. However, it is often neglected that there exist communities on YouTube that
aim to produce credible and informative content, usually falling under the educational category.
This video material is also referred to in the media literature as knowledge communication videos
[287]. One way to characterize this valuable content is to find references entailed to each video.
While such citation practices function as a voluntary gatekeeping culture within the community,
how they are actually done varies and remains unquestioned. Through the work of an AI4Media
Junior Fellow hosted at Idiap, our research aimed to investigate common citation practices in
major knowledge communication channels on YouTube using an in-depth manual selection and close
analysis of videos [288]. Methodologically, this complements other methods based on computational
techniques. After investigating 44 videos manually sampled from YouTube, we characterized two
common referencing methods, namely bibliographies and in-video citations, as illustrated in Figure
59. We then selected 129 referenced resources, and assessed and categorized their availability
as being immediate, conditional, and absent. After relating the observed referencing methods to
the characteristics of the knowledge communication community, we showed that the usability of
references could vary depending on viewers’ user profiles. Furthermore, we witnessed the use of
rich-text technologies that can enrich the usability of online video resources. In our paper [288],
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we discussed design implications for the platform to have a standardized referencing convention
that can promote information credibility and improve user experience.

7.5.1 Experiments

We collected and qualitatively analyzed 44 English-speaking knowledge communication videos
uploaded on YouTube. The three pillars of observation were 1) common referencing methods;
2) characteristics of the video creators; and 3) availability of the references. To characterize
different referencing methods, we watched parts of the videos and observed different methods to
put references in the in-frame elements and the video description section. We categorized the way
how creators mention the existence of resources that were not produced by themselves, whether a
commercial product, a document in any form, or a third person that supports or is related to what
is being delivered in the video. To analyze the availability of referenced resources, we randomly
selected up to 4 items per each video from the list of references in the metadata field or from the
video in the predefined observed duration, and then searched each reference using Google search
engine and took note of the reference availability (or lack thereof) for a general viewer.

Our analysis revealed that 39 among 44 videos used bibliography lists, where resource identifiers
are listed in a text-based format. The analysis also showed that 23 among 44 videos used in-video
citations, i.e., captions that are inserted in the visual body of a video and contain information
needed to identify source materials.

(a) A bibliography in video
metadata section

(b) A bibliography as a file
attachment

(c) An in-video citation as
a screenshot of an online

article

(d) An in-video citation in
open captions

Figure 59. An illustrative example of video referencing methods.

Furthermore, among 44 investigated videos, 25 specified the names and roles of the collaborators
(writer, narrator, editor, researcher and reviewer, visual effects and animation, etc.) in description
sections. The number of people who participated as co-writers, whose roles were named as writer,
researcher, host, or fact-checker, did not exceed 3. Among 44 creators-in-chief, 34 had university-
level experience, 18 of which with graduate school experience.

Finally, among 129 references we fetched and reached back, we found 63 references whose entire
content could be immediately reviewed and accessed by a viewer; 22 references where a viewer could
immediately reach the item but did not have full access to the content; 29 references where a viewer
could reach the online catalog page of the physical version of the document but no immediate online
access; and 15 references where the material could not be found or accessed (see Table 39). These
results show that actual access to the original scientific sources that videos refer to is not always
possible. This situation sets limits on the ability of viewers to potentially verify the information
provided in the video and improve or deepen their understanding of the presented concepts.

7.5.2 Conclusions

Our investigation first showed that many of the knowledge communication video creators not only
specified (i.e., named) information sources, but also specified collaborators in video-making. Pro-
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Category Availability (# of videos) Description

Immediate Online Open Access (63) Available online without any authorization.

Conditional
Conditional Online Access (22) Available online after authorization/payment.

Online Catalog (29) Physically available after payment; delivery delay.

Absent
Not Found (14) The resource is not found

Not Available (1) A message states that resource is not available.

Table 39. Summary of availability and accessibility of references.

viding this information leads to better interactions towards verifying the content, and also reduces
the burden of transcribing the video while verifying the content. Considering that there is no re-
ward system for such kinds of action in the YouTube platform, we could argue that the knowledge
communication video community is more motivated and aware of the importance of making the
video creation process more transparent. This could in turn be related to the high percentage of
postgraduate education experience in the observed group, which reflects the importance of formal
education and of training around digital media literacy.

Also, our investigation showed that references in YouTube knowledge communication videos
adopt the conventions of text-based media to cue the audience and list the resource in rich-text
format. By bridging the conventional gap between traditional media (scientific journals) and new
media (social video platforms), the YouTube knowledge communication community is reinventing
videos as a structured informational medium that requires active reviews and quality assessment
by its viewers.

Finally, there still exists a possibility that viewers cannot review the resource immediately
because of their affiliation or subscription status, or due to economic affluence. This imbalance in
terms of access to the original scientific sources might affect the opportunity that viewers have to
assess the content’s credibility and, eventually, the effectiveness of referencing on YouTube for the
general public.

7.5.3 Relevant publications

• HE. Kim and D. Gatica-Perez: “Referencing in YouTube Knowledge Communication Videos,”
in Proc. ACM International Conference on Interactive Media Experiences (IMX), Nantes,
Jun. 2023. [288].
Nominated for Best Paper Award.
Zenodo record: https://zenodo.org/record/8190321.

7.5.4 Relevant software, datasets and other resources

• This work involved the manual coding of a small number of YouTube videos. This manual
dataset could be made available to other interested researchers (but not the videos themselves,
which are bound to YouTube terms.)

7.5.5 Relevance to AI4Media use cases and media industry applications

The research in this task has a natural alignment with UC4 “AI for Social Sciences and Humanities”
as it proposed the used of qualitative methods for in-depth analysis of media content from a human-
centered perspective.
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8 Measuring and Predicting User Perception of Social Me-
dia (T6.6)

Contributing partners: UPB, QMUL, UvA

This section summarizes the contributions of participating partners to Task 6.6 - Measuring
and Predicting User Perception of Social Media. This area of research joins researchers from many
domains, including but not limited to computer vision, sociology, and psychologists working and
analyzing human perception, targeting various concepts related to the way humans understand,
perceive, and are affected by multimedia samples and posts in social media environments. Numer-
ous studies have shown that the study of human perception of multimedia data represents one of
the more difficult areas of research in computer vision, especially given the subjective nature of
the annotations associated with datasets, and the evolving nature of human preferences and opin-
ions [289], [290]. The work presented in this Section attempts to alleviate and study this problem,
by proposing methods for the analysis of hard-to-classify visual samples, and proposing methods
that bridge the gap between scientific datasets and in-the-wild scenarios.

The works summarized in this Deliverable are related to media memorability prediction in
Sections 8.1 and 8.2, emotional content of media samples in Section 8.3, and viewer perception of
Echo-chambers in Section 8.4.

8.1 Assessing the difficulty of media memorability prediction

Contributing partner: UPB
The study of human memory has been extensively studied in various fields, including psychol-

ogy, cognition, physiology, and computer science. Memorability represents an essential aspect of
data, closely related to learning, decision-making and creating lasting impressions. From a com-
putational standpoint, memorability has been closely studied, with numerous papers dealing with
image or video interestingness, targeting short- and long-term memorability. Interest in this do-
main has significantly grown, as benchmarking competitions like the MediaEval Predicting Video
Memorability16 (PVM), whose development is partly supported by AI4Media [291], provided com-
mon training and evaluation data, metrics, and tasks for interested participants. A large number
of research papers attempting to predict memorability scores have been published during the five
editions of this task. These range from using adapted large language models [292], convolutional
and deep networks [293], to the use of transformer networks [294] and ensembles of various net-
works [295]. However, no study has yet been performed that analyzes the correlation between the
performance of AI models and the visual aspect and content of the videos themselves.

In this context, we propose an in-depth analysis of the underlying visual and content-based
factors that may influence how hard to classify from a memorability standpoint video samples are.
From the 33 methods submitted by participants during the 2022 edition of PVM, we keep and
analyze only 31, as the others are incomplete and may affect our analysis. This type of analysis is
important not only for the insight it brings to the methods of classification and for understanding
memorability, but it may also help in producing better results, as future training schemes may take
the conclusions of this work into account, and augment the videos that may be harder to classify.

8.1.1 Experiments

8.1.1.1 Difficulty metrics and sample selection criteria We create a normalized distance
metric, that has the role of measuring how difficult to predict and classify a video is from a

16https://multimediaeval.github.io/editions/2022/tasks/memorability/
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Figure 60. Distribution of the video samples in PVM according to the Distance metric.

memorability standpoint. Starting from the official metric, Spearman’s rank correlation:

ρ = 1 −
6
∑N

i=1 d
2
i

N(N2 − 1)
(21)

where N is the number of samples in two collections that are being compared, and di represents
the difference between the two ranks for sample i, with i ∈ [1, N ]. Therefore, for the given data
and metric, the difference from the ground truth data ranks G = {g1, g2, ..., gn} is defined by the
di distance. Given a set of M participant runs, R = {R1, R2, ..., RM}, each run having the ranks of
its predictions for the N samples in the dataset Rj = {p1,j , p2,j , ..., pN,j}, the distance for a movie
i can be expressed as:

Di =

M∑
j=1

|pi,j − gi| (22)

In the final step, we propose normalizing the set of distances for the N videos, obtaining a set
of distances D̂ = {D̂1, D̂2, ..., D̂N} with values D̂i ∈ [0, 1]. Figure 60 shows the distribution of the
samples in the 2022 PVM, according to their normalized distance metric.

It is interesting to note that Figure 60 clearly shows that the results are skewed towards lower
values of the distance metric. This indicates that the majority of video samples in the testset of
PVM 2022 are easier to classify, on average, by the various AI models proposed by participants,
with a median distance value of 0.2391 and an average value of 0.2774. We create two types of
splits, based on two different criteria. The first one splits the videos into equal quartiles, denoted
Q1, Q2, Q3 and Q4, while the second one splits the videos using a 0.25 step according to the
distance metric, denoted T1, T2, T3 and T4. Q1 and T1 respectively signify the easiest to predict
videos, while Q4 and T4 represent the hardest to predict.
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8.1.1.2 Features We propose a set of features that are able to describe these video samples
according to their content. We apply and compute these features for each video samples, and then
compute average values for each video category. We use three types of features, namely:

• visual features, implementing several traditional visual feature extractors;
• object-based features, implementing object detectors for detecting the objects in the video

files;
• annotator-based features, looking for correlation between annotations and how hard to pre-

dict videos are.

Visual features

We compute the following visual features:
• sharpness via the Laplacian (f1) operator [296];
• sharpness via the Canny (f2) operator;
• colorfulness of images (f3), based on the “psychophysical” experiments described in [297];
• contrast feature (f4) that computes the contrast of images in RGB color space [298];
• average the pixels of the images transformed to HSL color space, resulting in a hue (f5),

saturation (f6) and brightness (f7);
• dynamism across the entire video (f8) using a dense optical flow function computed via the

Farneback method [299].

Object-based features

We use the architecture presented in [300], based on the MaskR-CNN [301] for automatically
creating object annotations for the video samples. We use two features based on the objects
detected in the videos, namely:

• top-5 most common objects (f9);
• percentage of the frame size that is covered by detectable objects (f10).

Annotator-based features

Finally, we wish to analyze the correlation between the created video categories and the an-
notated ground truth values. Starting from the four generated quartiles, we will compute and
analyze a histogram that measures the distribution of each video quartile given the ground truth
memorability scores annotated by participants to the PVM experiments.

8.1.1.3 Experimental results The results of the 8 visual features are presented in Table
40, where we present the percentage difference between the categories and a baseline composed
of Q1 for the quartile categories, and T1 for the threshold categories. Several features present
interesting results, while others are either inconclusive, or do not show any tendencies towards
influencing the difficulty of memorability prediction. Experimental results show that videos with
lower colorfulness, higher color saturation, lower brightness, higher average value component and
less dynamism are harder to automatically predict.

The results for the object-based features are presented in Table 41. Overall the most common
object in the entire video collection are “person” in 72.6% of all the videos, “chair” in 8.94%, “car”
in 5.86%, “dining table” 4.26%, and “bird” in 3.93%, while 10.66% of the videos do not have any
detectable objects in them. One of the most interesting observations regarding f9 is related to
videos without any discernible objects, where the top easiest to classify videos have less samples
with no objects present. Major differences can also be seen for the “car”, “table”, and “bird”
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Feature Q2 Q3 Q4 T2 T3 T4

f1 30.58% 40.82% 30.12% 20.67% 18.11% 32.48%

f2 16.67% 18.59% 11.36% 5.67% 4.99% 31.25%

f3 -6.54% -4.25% -4.11% -3.62% -1.53% 3.76%

f4 15.54% 17.44% 18.65% 9.35% 3.27% 5.01%

f5 -1.05% -0.21% -0.39% -0.35% 2.42% 10.97%

f6 0.54% 6.51% 2.59% 3.32% 1.55% 5.14%

f7 -6.84% -6.21% -6.43% -3.55% -0.66% -1.14%

f8 -1.67% -10.91% -10.01% -5.51% -18.38% -38.13%
Table 40. Visual feature analysis. Percentage change between the lower quartiles (Q2 - Q4) and the top quartile
(Q1), and between the lower threshold intervals (T2− T4) and the top interval (T1) for features f1 - f8.

Feature Q2 Q3 Q4 T2 T3 T4

f9 − pers 5.63% 2.63% 1.12% -1.99% -3.55% 9.11%

f9 − none 27.69% 19.94% 47.97% -3.77% 32.67% -27.1%

f9 − chair -4.21% -8.28% -12.5% 5.73% -29.67% -

f9 − car -21.1% -31.55% -10.65% -7.41% -35.73% -

f9 − table 92.24% 199.46% 99.46% 25.36% 45.77% 94.4%

f9 − bird 62.91% 138.02% 62.91% 92.14% 74.64% -

f10 -7.78% -12.08% -10.56% -7.44% -11.09% -12.34%
Table 41. Object-based feature analysis. Percentage change between the lower quartiles (Q2 - Q4) and the top
quartile (Q1), and between the lower threshold intervals (T2− T4) and the top interval (T1) for features f9 and
f10.

classes, however, given their low representation overall these may not actually represent significant
changes in the video samples. Another interesting result is represented by the f10 feature, showing
that easy to classify videos generally have a higher object coverage.

Finally, the results for the annotator-based features are presented in Figure 61. The most
and least memorable videos generally belong to the Q1 category, while videos with mid-level
memorability are more likely representatives of the other categories. This is a result that we
expected, as we theorize that videos that are harder to predict by AI models may be influenced by
a lower agreement between human annotators.

8.1.2 Conclusions

This work presents an analysis of typical video features and attributes, and their correlation with
how easy or hard they are to classify by AI models from a video memorability standpoint. We
gathered a large collection of AI models used and submitted by participants to the 2022 MediaEval
Predicting Video Memorability task. Our experiments show that videos that are harder to classify
have the following attributes: (i) they have higher contrast and sharpness, but lower dynamism;
(ii) they have lower brightness and colorfulness, but a higher saturation; (iii) they have fewer
discernible objects in them, and the coverage of these objects is smaller; (iv) they tend to have
mid-level memorability scores.
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Figure 61. Distribution of the video samples in the four quatiles, according to their memorability score as
annotated by human assessors, grouped in memorability score intervals of 0.02.

8.1.3 Relevant publications

• M.G. Constantin, M. Dogariu, A.-C. Jitaru, B. Ionescu: “Assessing the difficulty of predicting
media memorability”. 20th International Conference on Content-based Multimedia Indexing,
CBMI 2023, September 2023. [302].

8.1.4 Relevant software, datasets and other resources

• No additional resources published yet.

8.1.5 Relevance to AI4Media use cases and media industry applications

This research can be applied to the training of systems proposed for UC3 “AI for Vision” and
requirement 3C2-13 “Modality-dependent sentiment analysis”. Concretely, this type of work can
be applied and integrated into affective-content prediction AI models. Given the subjective nature
of such data, which in turn leads to systems with lower accuracy, we believe that the analysis of the
data itself could provide interesting insights at training time, especially through data augmentation
of samples that are less easy-to-classify. This observation applies not only to the AI4Media use
case, but to the entire subjective AI community.

8.2 Predicting Media Memorability Using Video Vision Transformers
and Augmented Memorable Moments

Contributing partner: UPB
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Figure 62. Memorability prediction model. The Memorable Moments Frame Selection phase computes the most
representative video segments, represented by the blue segments. These frames, along with the ground truth
memorability score for the entire video clip are then passed to the ViViT architecture. Annotator picks on the
training set for the Memorable Moments are presented with blue sketched segments.

Media memorability prediction is a research domain that has gained considerable traction in the
computer vision community, thanks to the development of large social media and multimedia visual
repositories. A significant push for the prediction of video memorability has been recorded since
the inception of the MediaEval Predicting Video Memorability task [291], a benchmarking task
partly supported by AI4Media now at its fifth edition. The data offered by this task is extracted
from the popular Memento10k dataset [303].

These experiments represent a continuation of previous experiments [304], presented in Deliv-
erable D6.1. In the previous experiments, we proposed and proved that having a frame-selection
method is a positive addition to the overall performance of a memorability prediction AI model,
as this would help the model ignore frames and sequences that are not important when dealing
with memorability prediction. While our previous approach used two image processing deep neu-
ral networks, based on the DeiT [305] and BEiT [306] models, for this update we propose using
a video-processing network. On the other hand, while our previous approach dealt with only one
segment of frames, for the novel Augmented Memorable Moment approach, we propose selecting
several memorable moments as representatives for video samples at training time.

8.2.1 Methods

The proposed method is presented in Figure 62. For processing the data we use the popular
ViViT [307] vision transformer-based architecture, while testing several configurations of the net-
work. We vary the following network parameters: the number of parallel self-attention blocks,
using values 4, 8, 16, 32, and the number of repeatable blocks, testing the same values. We use
the tubelet embedding, as defined by the authors, which creates a set of 3-dimensional tubes
representing slices of the entire video.

For the Augmented Memorable Moments, we propose several variations for choosing represen-
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Nr. Heads Spearman Nr. Repeats Spearman α Spearman

4 0.5831 4 0.5831 0.95 0.5974

8 0.5942 8 0.6054 0.90 0.6376

16 0.5876 16 0.5980 0.85 0.6410

32 0.5879 32 0.5601 0.75 0.6248
Table 42. Study performed on the validation set, concerning the three variable parameters of the proposed method,
namely the number of heads, the number of repeats and the α parameter.

Method Spearman Pearson MSE

AIMultimediaLab-subtask1-Single 0.618 0.622 0.007

AIMultimediaLab-subtask1-Double 0.648 0.650 0.006

AIMultimediaLab-subtask1-Multi 0.665 0.669 0.006
Table 43. Final results for the proposed method, under the Single, Double and Multi Memorable Moments
configuration.

tative segments of larger videos. Given a clip composed of a set of N frames V = {f1, f2, ..., fN}
and a set of M annotators A = {a1, a2, ..., aM}, each annotator will, according to the established
annotation protocol, push a button when they recall seeing a video clip. Given a response delay of
approximately 500 milliseconds, obtained in our previous experiments, we allocate a score of 1 for
a number of 15 frames around the frame of recall. Furthermore, we sum up all the annotations,
obtaining a score for each frame Si =

∑M
j=1 s

j
i . Finally, we propose three methods for frame selec-

tion, called Single, Double and Multi. The Single approach takes the highest value of Si and uses
the 15-frame interval around it as a representative of the entire video, the Double approach takes
the top 2 highest values of Si, while the Multi approach takes all the Si values that are higher
than a percentage of the top Si value, searching for the best threshold value among the following:
{0.75, 0.85, 0.90, 0.95}.

8.2.2 Experimental results

In our experiments we use the 2022 version of the MediaEval Predicting Video Memorability
task [291]. The 2022 PVM dataset uses a set of 10,000 short soundless videos, depicting in-the-
wild scenes. In total 7,000 videos are used for training, 1,500 for validation and 1,500 for testing
the proposed methods.

We start with a set of preliminary experiments, attempting to determine the top performing
architecture by using just the training and the validation sets. The results of these experiments
are presented in Table 42. We obtain the best results for a number of 8 self-attention heads and a
number of 8 repeatable blocks in the ViViT structure, while a threshold of 0.85 for selecting the
number of Multi interval centroids obtains the best result.

The final results, obtained on the testset of the competition, are presented in Table 43. The
best result is obtained by using a Multi configuration, with a final Spearman value of 0.665.
While we can observe a significant rise in performance when going from the Single to the Double
configuration, an even better result is achieved with the Multi configuration. We theorize that each
larger Memorable Moments scheme adds more data to the training set, generating progressively
more video segments associated with each video clip, while also ensuring that these segments are
representative for the entire video from a memorability standpoint.
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8.2.3 Conclusions

Our updated approach for selecting Memorable Moments from video clips uses and implements a
video processing vision transformer, and tests several schemes for Memorable Moment selection.
Our experimental results show that schemes that select more than one representative video segment
tend to out-perform single segment selection methods. One of the most important limitation for
this approach relates to predicting longer videos, where the subject of the video itself may change,
perhaps even several times per larger clip. Solving this limitation would first involve creating or
using a dataset with longer videos, and applying video splitting methods based on changes in the
subject, in order to correctly select the Memorable Moments from each video split.

8.2.4 Relevant publications

• M.G. Constantin, B. Ionescu : “AIMultimediaLab at MediaEval 2022: Predicting Media
Memorability Using Video Vision Transformers and Augmented Memorable Moments”. In
Working Notes Proceedings of the MediaEval 2022 Workshop, Bergen, Norway, 2023. [294].

8.2.5 Relevant software, datasets and other resources

• No additional resources published yet.

8.2.6 Relevance to AI4Media use cases and media industry applications

This research can be applied to UC3 “AI for Vision” and feature 3C2-13 - Modality-dependent
sentiment analysis. The prediction of media memorability is one of the most important tasks in
the analysis of subjective multimedia data. The application of AI models that are able to predict
how memorable certain media samples are is of use for content creators and news agencies, as they
try to create memorable experiences for their viewers and readers, but also in other domains like
education, where educators and professors could create a better and easier-to-memorize experience
for their students.

8.3 Learning from Label Relationships in Human Affect

Contributing partner: QMUL
Understanding human affect and mental state is a challenging and actively researched field

with diverse applications in education [308] and healthcare [309]. It can be approached through
classification using basic human emotions [310] or continuous labels along the Arousal-Valence
axes [311]. However, regardless of the chosen labeling approach, certain challenges make the
estimation of human affect and mental state difficult.

One of the challenges is the presence of in-the-wild datasets, which often consist of long videos
with limited or no temporal label resolution. This means that a set of labels describes the entire
video instead of specific moments within it. Additionally, publicly available datasets for human
affect estimation tend to be small, leading to overfitting issues during training. Therefore, it is
crucial to develop methods that can improve representations even with a limited number of samples,
as they are essential for achieving success in the final regression task.

To address these challenges and enhance feature representations in human affect analysis, we
propose two novel approaches. First, we introduce an attention-based video-clip encoder that
builds upon previous work [312]. This encoder utilizes the temporal dimension of input clips and
generates clip-level predictions that leverage contextual clip information. Second, we present a
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novel relational regression loss function that aligns the distances in the latent clip-level represen-
tations/features with the distances of the corresponding labels. These approaches aim to alleviate
the difficulties associated with long video inputs and multi-label regression problems, contributing
to improved continuous affect estimation.
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Figure 63. Overview of the proposed framework: (a) The bottom branch uses the proposed video-clip encoder
(comprising of a ResNet frame-level and a Transformer clip-level feature extractors) to extract clip-level features
from the input video clips, which subsequently feed the context-based attention block and are further used to
construct the intra-batch similarity matrix for calculating the proposed relational loss. (b) The upper branch uses
the proposed video-clip encoder to extract clip-level features from the input video clips and a set of context clips
from each of the input clips, which subsequently feed the context-based attention block in order to infer the desired
values and calculate the regression loss. The context-based attention block, fuses clip-level and context features
and passes the context attended clip features to the regression head that estimates the desired continuous values.
Error is back-propagated only through the shaded region of the bottom branch.

An overview of the proposed framework for the problem of multi-label regression from a se-
quence of clips is given in Fig. 63. In a nutshell, the proposed architecture consists of two branches
with shared weights, that incorporate two main components: a) a video-clip encoder employing
a convolutional backbone network for frame-level feature extraction and b) a Transformer-based
network leveraging the temporal relationships of the spatial features for clip-level feature extrac-
tion. The clip and context features produced by the aforementioned branches are passed to a
context-based attention block and a regression head. The proposed method uses the context-based
attention block to incorporate features from the two branches before passing them to the regression
head, as shown in Fig. 63. The bottom branch uses the proposed video-clip encoder to extract
clip-level features from the input video clips, which subsequently feed the context-based atten-
tion block and are further used to construct the intra-batch similarity matrix for calculating the
proposed relational loss.

The goal of the proposed relational loss, as an additional auxiliary task to the main regression,
is to obtain a more discriminative set of latent clip-level features, by aligning the label distances in
the mini-batch to the latent feature distances. At each training iteration, after having calculated
the clip-level features for the clips in a mini-batch, i.e., z0i ∈ RD, i = 1, . . . , B, we calculate the
proposed relational loss as follows:

Lrel =

√√√√ 1

B2

B∑
i=1

B∑
j=1

(
M̂i,j −Mi,j

)2

(23)

where M̂ ∈ RB×B denotes the cosine similarity matrix calculated on the clip-level features, and
M ∈ RB×B denotes the cosine similarity matrix calculated on the ground truth labels.

Second generation of Human- and Society-centered AI algorithms 144 of 182



8.3.1 Experiments

8.3.1.1 Datasets The “OMG-Emotion Dataset” [313] consists of in-the-wild videos of
recorded monologues and acting auditions, collected from YouTube and annotated for Arousal
and Valence by expert annotators. As a number of videos have been removed since the publication
of the dataset, we train and validate on a subset of the original set. The AMIGOS dataset [314]
consists of audio-visual and physiological responses of participants (either alone or in a group) to
a video stimulus, and annotated for Arousal Valence by three expert annotators. We trained the
network following a leave-one-subject-out cross validation scheme.

8.3.1.2 Results For the experiments conducted on the AMIGOS dataset [314], we compared
the performance of the proposed methodology against previous state-of-the-art [315] for the face
modality and we show the results in Table 44. The proposed methodology leads to a clear im-
provement against both baselines, trained with an RMSE regression loss (LRMSE) and a CCC
loss (LCCC). We also outperform previous state-of-the-art by a large margin for both Arousal and
Valence.

Arousal Valence

PCC CCC PCC CCC

Proposed 0.69 0.68 0.75 0.74

Proposed LCCC w/o K w/oLrel 0.59 0.49 0.64 0.54

Proposed LRMSE w/o K w/o Lrel 0.60 0.39 0.55 0.40

Mou et al. [315] 0.60 0.59 0.62 0.61
Table 44. Performance of the proposed method against baseline and other uni-modal architectures (AMIGOS).

The results of our study on the OMG dataset [313] are presented in Table 45.Comparing the
proposed methodology against its baseline (i.e., “w/o K w/o Lrel”), we observe that the proposed
relational loss improves the performance of the regression measured in terms of CCC, for both
Arousal and Valence. Further incorporating the contextual features improved the CCC score for
Valence, but lowered slightly the CCC for Arousal.

8.3.2 Conclusions

The proposed architecture is novel in the domain of affect and mental state analysis and leads
to smaller training times in comparison to state-of-the-art. Furthermore, we introduced a novel
relational regression loss that aims at learning from the label relationships of the samples during
training. The proposed novel loss uses the distance between label vectors to learn intra-batch latent
representation similarities in a supervised manner. The improved latent representations obtained
with the addition of the relational regression loss lead to improved regression output, without the
use of large datasets. We demonstrated the effectiveness of the proposed method on two datasets
for continuous affect estimation, and we showed that our method achieves results outperforming
previous state-of-the-art. As the context used in this work is bi-directional, the method assumes
prior knowledge of the entire video and is therefore limited in offline evaluation. Furthermore, as
affect datasets are typically small, the method’s generalisation is limited by the training size and
would inherit the bias of the dataset. Finally, as with all human-centric methods, there are ethical
and privacy concerns, when used outside research settings. To address the context limitation,
additional experiments need to be conducted to evaluate the method’s online capabilities, as well
as generalisation abilities on different datasets. To address the dataset bias, additional research on
mitigating bias in affective computing needs to be conducted.
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Arousal Valence

Proposed 0.26 0.48

Proposed w/o K 0.29 0.46

Proposed w/o K w/o Lrel 0.24 0.44

Proposed w/ Lcont. 0.15 0.32
Table 45. Performance (CCC) of the proposed method against baseline (OMG).

8.3.3 Relevant publications

• N. M. Foteinopoulou and I. Patras: “Learning from Label Relationships in Human Affect”.
ACM International Conference on Multimedia 2022 (MM ’22) [316].
Zenodo record: https://zenodo.org/record/8028376.

8.3.4 Relevant software, datasets and other resources

• Code is available at: https://github.com/NickyFot/ACMMM22 LearningLabelRelationships

8.3.5 Relevance to AI4Media use cases and media industry applications

This work contributes to UC3 “AI in Vision - High Quality Video Production and Content Au-
tomation” and feature 3C2-13 “Modality-dependent sentiment analysis” as it provides valuable
findings on human affect in context. As emotion is not static and is related to a wider range of
behaviours, the wider temporal context needs to be included for more accurate and informative
understanding of sentiment across multiple modalities. This research can be applied to the training
of systems for sentiment analysis. Such system could be useful in media and advertising, as the
reaction of viewers to media stimuli can be measured rather than relying on self-reporting.

8.4 User Perception and Measuring Disinformation Echo-chambers on
Facebook

Contributing partner: UvA
The landscape of information has experienced significant transformations with the rapid ex-

pansion of the internet and the emergence of online social networks. Initially, there was optimism
that these platforms would encourage a culture of active participation and diverse communication.
However, recent events have brought to light the negative effects of social media platforms, leading
to the creation of echo chambers, where users are exposed only to content that aligns with their
existing beliefs. Furthermore, malicious individuals exploit these platforms to deceive people and
undermine democratic processes. To gain a deeper understanding of these phenomena, this study
introduces a computational method designed to identify coordinated inauthentic user behavior and
perception within Facebook groups. The method focuses on analyzing posts, URLs, and images,
revealing that certain Facebook groups engage in orchestrated campaigns. These groups simul-
taneously share identical content, which may expose users to repeated encounters with false or
misleading narratives, effectively forming “disinformation echo chambers.” This study concludes
by discussing the theoretical and empirical implications of these findings.
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8.4.1 Background, Data and Methods

During crises, public discourse plays a vital role in influencing collective attitudes and actions.
In the context of health crises, the spread of disinformation becomes even more concerning. Past
experiences with public health crises, such as the Ebola outbreak in 2014 and the H1N1 epidemic in
2009, have highlighted the abundance of misinformation and false information propagated through
social media [317].

The COVID-19 pandemic has highlighted the disruptive nature of false and misleading informa-
tion and the impact of political disinformation on public health policy outcomes. Disinformation
surrounding COVID-19, particularly concerning the safety and effectiveness of vaccines, has been
widespread and problematic [317], [318].

The spread of false information about COVID-19 vaccines has led to the circulation of various
myths and misconceptions. These myths have created hesitancy and doubts among the public,
hindering vaccination efforts and potentially compromising the success of public health policies
designed to control the pandemic.

In the literature [319], [320], collusive users are characterized as accounts deliberately engaged
in disseminating false perceptions to influence public debate. These users often have a significant
number of retweets, followers, or likes, which gives them a certain level of influence. They may be
backed or made up of a network of individuals who engage in mutual follower exchanges to enhance
their visibility.

These collusive users pose a significant challenge as they undermine the trust and credibility
of online platforms, much like spam accounts do. By spreading disinformation and manipulating
social metrics, they can distort public discourse and mislead others, potentially causing harm to
public opinion and decision-making processes. It is crucial for platforms and users to remain
vigilant and combat these deceptive practices to maintain the integrity of online discussions and
information dissemination.

It is crucial to address and combat these myths through accurate and evidence-based com-
munication to ensure that the public receives reliable information about COVID-19 vaccines and
can make informed decisions regarding their health and well-being. Since 2018, Facebook has been
using the concept of “coordinated inauthentic behavior” to remove content from its platform [321].
Instead of relying on a clear-cut distinction between problematic and non-problematic information,
Facebook adopted a more ambiguous approach, encompassing not only bots and trolls that spread
false content but also unwitting individuals and polarized groups recruited to actively influence
society.

This “ill-defined concept of coordinated inauthentic behavior” has faced criticism, as some
argue that Facebook is attempting to enforce its policies without clear guidelines [322]. However,
the company has justified its approach by establishing a link between coordinated behavior and the
dissemination of problematic information. By targeting such behavior, Facebook aims to mitigate
manipulation attempts on its platform and maintain the integrity of its information ecosystem.

In this study, the focus is on exploring the role of users’ content exhibiting signs of coordinated
inauthentic behavior within Facebook groups, specifically through the lens of echo chambers. To
analyze disinformation narratives related to COVID-19 vaccines on Facebook, the researchers gath-
ered fact-checked stories from two Brazilian fact-checking initiatives (Agência Lupa and Aos Fatos)
published between January 2020 and June 2021. These stories were used to source keywords for
queries on CrowdTangle and identify active false narratives on Facebook. A total of 276 debunked
stories were utilized in the study to uncover the disinformation narratives being propagated on the
platform.

The computational method employed in this research aims to predict instances of coordinated
behavior among Facebook groups that engage in inauthentic tactics to increase the visibility and
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reach of problematic content on the platform. The method involves analyzing the frequency and
similarity of content to detect potential traces of coordinated inauthentic behavior. This may
involve the replication of widely available narratives within the Facebook groups or the sharing
of common links in a short timeframe, leading to external websites. The study also takes into
account the coordinated dissemination of visual content, such as memes, which can be easily
manipulated but challenging to detect using conventional computational methods. To address
this, the researchers utilized a computer vision algorithm provided by Facebook to analyze the
textual content within images and identify if multiple images shared the same message within a
short period.

By employing this computational strategy, the study aims to shed light on the extent and nature
of coordinated inauthentic behavior on Facebook and its potential role in amplifying problematic
information within echo chambers.

8.4.2 Results

Findings reveal that coordinated efforts on Facebook have taken a disconcerting turn, manipulating
public discourse with a strategic intent that we described as the creation of “disinformation echo
chambers.” As illustrated in Figure 64, these calculated endeavors have given rise to an alarming
pattern of information dissemination, where false narratives are propagated widely, leading to a
troubling cascade of consequences.

The orchestrated campaigns orchestrated on the social media platform have demonstrated an
uncanny ability to penetrate various groups across the digital landscape. These efforts generate
high levels of interaction with false narratives across various groups, many of which have political
affiliations under their names.

Furthermore, these false facts can reinforce existing biases, undermine public health efforts,
and lead to negative consequences regarding COVID-19 vaccines.

Upon closer examination of Figure 64, the intricate web of connections between different Face-
book groups becomes evident. This networked dissemination of false narratives is deliberately
coordinated to replicate and reinforce disinformation across a multitude of platforms. The manip-
ulative design of these efforts seeks to establish a sense of legitimacy through repeated exposure,
making it increasingly difficult for users to discern fact from fiction.

8.4.3 Conclusions

This study concludes by emphasizing the significant risks posed by these inauthentic coordinated
efforts, which can potentially create confusion and erode trust among the public, ultimately hin-
dering effective public health responses.

The dissemination of such content within different groups creates beliefs that are amplified and
reinforced through repetition, forming cohesive and insulated communities that perpetuate echo
chambers. These coordinated efforts pose specific risks by deceiving users into replicating these
false narratives offline, leading to vaccine hesitancy and avoidance.

It aims to contribute to the literature on disinformation and platforms by demonstrating how
coordinated inauthentic information can foster echo chambers that amplify false or misleading
narratives. Additionally, the analysis of the structural properties of these Facebook groups, with
their strong coordination, highlights the potential risks posed by disinformation in influencing
people’s decisions about vaccines and jeopardizing the development and implementation of public
health policies, including vaccination campaigns .
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Figure 64. This graph shows only Facebook groups with degrees above 100, that is, only those that have shared at
least 100 coordinated posts. Most of these groups adopt political names. Source: Authors

8.4.4 Relevant publications

• de-Lima-Santos, M.F and Ceron, W. (in press). Disinformation Echo-chambers on Facebook
In P.Seitz,; M. Eisenegger, & M. M. Bergman (Eds.). Fighting Fake Facts. MPDI Books
[323].

• de-Lima-Santos, M.F and Ceron, W. (in press). Coordinated Amplification, Coordinated
Inauthentic Behavior, Orchestrated Campaigns? A Systematic Literature Review of Coordi-
nated Inauthentic Content on Online Social Networks In T. Filibeli & M. Ö. Özbek (Eds.).
Mapping Lies in the Global Media Sphere. London: Taylor & Francis [324].

8.4.5 Relevant software, datasets and other resources

• No additional resources published yet.

8.4.6 Relevance to AI4Media use cases and media industry applications

This study aligns perfectly with the objective of measuring and predicting user perception on social
media, offering valuable insights into the influence of user behaviors and consumption of disinfor-
mation content. The research also introduces an innovative computational method that uncovers
the existence of disinformation echo chambers within public Facebook groups. This can help fact-
checkers and civil society actors to combat coordinated efforts to disseminate disinformation in
online spaces. Similarly, it can help these organizations to track the efforts made by tech platforms
in moderating such content.

These disinformation echo chambers play a significant role in spreading false or misleading
narratives aimed at discrediting vaccines and posing a threat to public health. By undermining the
efforts of public authorities to combat the health crisis, these groups can have serious implications
for public well-being.
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The findings of this study have the potential to contribute to the development of new strategies
to address online disinformation. By examining groups exhibiting traces of coordinated inauthentic
behavior, the study suggests new measures for detection and possible mitigation of the tactics used
to amplify problematic content and increase their reach.

We hope this research sheds light on effective ways to tackle online disinformation, providing
valuable insights for policymakers, platform operators, and researchers to combat the spread of
false narratives and enhance the integrity of information shared on social media. Ultimately, this
can contribute to better public health outcomes by promoting accurate and reliable information
dissemination.
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9 Real-life effects of private content sharing (T6.7)

Contributing partners: CEA
Users are entitled to know how the data they share online can be leveraged by online social net-

works (OSNs) and third parties. Despite its importance for an informed online participation, the
proposal of efficient user feedback remains difficult due to a combination of usability and technical
challenges. Efforts to increase transparency and trust, such as Facebook’s Privacy Checkup [325],
were recently made under public and regulatory pressure but their effectiveness is strongly de-
bated [326], [327]. The availability of on-device deep learning models [328], [329] enables the
creation of AI-assisted tools which provide user feedback before sharing. This is important insofar
as feedback is most efficient before sharing, when data are still on the user’s device [330].

Task 6.7 examines the effects of data sharing, developing new techniques that predict how the
user might be affected by publicly sharing their personal data (text, images, video, etc.) on social
media, in the context of real-life situations like e.g. applying for a job or a loan. In the following,
we report new work on predicting the consequences of online photo sharing, proposing a method
for rating photographic profiles.

9.1 Raising user awareness about the consequences of online photo shar-
ing

Contributing partner: CEA
Users should be able to understand the potential effects of their data-sharing practices. This

topic was explored during the ImageCLEF 2021 Aware Task [331], which introduced a dataset
which includes photographic user profiles, associating object detections and human ratings of these
profiles in four real life situations. The modeled situations include search for: an accommodation, a
bank loan, an IT job and a waiter job. Several situations are needed since the effects of data sharing
vary depending on the context in which they are used, as illustrated in Figure 65. The objective of
the Aware task was to automatically rate a set of photographic user profiles per situation in order
to reproduce human ratings. The focus was on lightweight algorithms which can be run on users’
devices. Inferences are thus done before the actual sharing, and this is important insofar as OSNs
gain control of the data once they are shared.

We summarize the proposed method for rating photographic profiles in Figure 65. We note
that the rating of these profiles varies in the three illustrated situations. For instance, the analysis
of their shared photos is likely to place U2 at the top of the user profile rankings for situations
accommodation and IT job search because their shared photos are more appealing than those of U1

and U3 in the two situations. Inversely, U2 will be low ranked for waiter job search because their
photos are either unrelated to this situation or can be judged negatively. Note that the ratings of
the profiles encode social biases of the people who perform the ratings [331], [332]. The automatic
rating process will inherit these biases, but this is not considered problematic in our approach,
because it is meant to simulate real-life situations, including biases. The rating process is based on
Graph Neural Networks (GNNs) [333], whose ability to learn from entities and their relations in
a flexible way [334] makes them particularly suited to our use case. We explore different ways to
structure data as graphs and three GNN models to adapt the automatic rating of profiles to each
situation.

9.1.1 Experiments

9.1.1.1 Dataset and metrics The ImageCLEF 2021 Aware dataset [331] includes 500 pho-
tographic user profiles sampled from the YFCC dataset [335], with 100 images per profile. Manual
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Figure 65. Potential consequences of personal data sharing for 3 users in 3 real-life situations. Users’ photos
include information about their interests and lifestyle, which can be inferred and aggregated to compute the appeal
of a profile in context. The aggregation is done with a graph neural net trained to rate profiles. The network is
trained with object detections and ratings per situation and uses human ratings of training profiles as ground
truth. Modeling several situations is useful because the same shared information can be interpreted differently.
For instance, the two top row photos of U1 and U3 might be assessed negatively when searching an
accommodation, but positively for a waiter job. Top row photos of U2 are positive for IT job, but their photos with
young kids might be problematic if searching for a waiter job. A ranking of profile ratings is used to raise
awareness about the consequences of data sharing.
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Model ACC BANK IT WAIT Average

BASEη [332] 0.31 0.34 0.41 0.46 0.38

LERVUPfr [332] 0.43 0.36 0.54 0.59 0.48

AUTOSKL 0.27 0.44 0.56 0.68 0.49

GUARSAG 0.38 0.27 0.44 0.62 0.43

GUARGIN 0.44 0.20 0.54 0.59 0.44

GUARMEAN 0.54 0.36 0.57 0.71 0.55
Table 46. Pearson correlation coefficients ρ on the test split for the ImageCLEF 2021 Aware dataset [331] with
the baselines and the proposed method. ρ interpretation is done using the ranges from [338]: weak for [0.1, 0.3],
moderate for [0.3, 0.5], strong for [0.5, 1]. Best results for individual methods are in bold.

ratings of profiles per situation are obtained through crowdsourcing, and are used as ground truth.
Profiles are characterized by two main elements, i.e. object detections and object ratings per sit-
uation. The dataset is split in 360, 40, 100 profiles for train, validation, and test. The evaluation
objective is to produce an automatic ranking of profiles per situation which is as close as possible
to the manual ground truth. The Pearson correlation coefficient is used to measure the correlation
of human and automatic profile ratings for the test set. Correlations in individual situations are
aggregated to provide a global score.

9.1.1.2 Baselines Two methods from [332] are tested here, along with a new baseline AUTOSKL.
BASEη - represents photographic profiles as 269-dimensional vectors which combine object detec-
tions and ratings in each situation. Test profiles are ranked by summing individual object detections
weighted by situation-specific object ratings. LERVUPfr - compresses full profile vectors using ob-
ject rating positivity, negativity, and average detection confidence. A focal rating component gives
more weight to objects with have high ratings, which are likely to be the most influential. Profiles
are automatically rated using a random forest model for regression with the compressed represen-
tations. AUTOSKL - uses auto-sklearn [336] to search suitable models in Scikit-learn [337]. Similar
to BASEη, profiles are represented as 269-dimensional vectors. AUTOSKL is interesting because
it finds an optimal classical learning model.

9.1.1.3 Results The results from Table 46 indicate that the performance of GUARMEAN is
interesting because the correlation between manual and automatic profile rating is strong for ACC,
IT and WAIT and moderate for BANK, following the intervals given in [338]. Equally important,
GUARMEAN provides a consistent performance improvement compared to the baselines. Globally,
gains of 6 and 7 Pearson correlation coefficient ρ points are obtained compared to AUTOSKL and
LERVUPfr, respectively. The results vary significantly between situations. WAIT is the easiest
situation and BANK the most difficult one for GUARMEAN. The authors of [332] explained this
variation, also observed for LERVUPfr, by the fact that WAIT is better represented in the object
detection dataset than the other situation. This explanation is related to the automatic inferences
which are associated to a user’s photos. A further explanation might be related to the quality
of the ground truth data associated to each situation. Their judgments about the appeal of each
profile in a situation is based on an aggregation of weak signals from profile photos. These signals
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are probably more interpretable in some situations than in others. GUARMEAN has the best
results among the three types of GNN models tested. GUARSAG and GUARGIN lag consistently
behind, with average performance drops of 12 and 11 points with respect to GUARMEAN. This
is interesting insofar as SAG and GIN aggregation components were proposed to improve over
MEAN but are not efficient here. This finding might be explained by the size of the available
training set. A simpler GNN architecture seems better suited here but further comparisons should
be performed if the dataset is extended.

9.1.2 Conclusion

We have introduced a new GNN-based method which raises user awareness about the consequences
of personal data sharing in impactful situations. Our results indicate that it is possible to automat-
ically rate users’ photographic profiles in an effective way. These ratings can then be aggregated
into ratings using a community of reference in order to provide feedback to users about how well
they stand in the crowd. The proposed model leverages graph flexibility to represent user profiles
and an adapted data structuring process to regress the corresponding ratings to improve results
compared to competitive baselines. The experiments show that the use of GNNs results in a
consequent improvement of performance compared to existing methods.

9.1.3 Relevant publications

• Schindler, Hugo, et al. “Raising User Awareness about the Consequences of Online Photo
Sharing.” Proceedings of the 2023 ACM International Conference on Multimedia Retrieval.
2023. .
Zenodo record: https://zenodo.org/record/7940055.

9.1.4 Relevant software, datasets and other resources

• ImageCLEF Aware 2022 and 2023 datasets https://www.aicrowd.com/challenges/image
clef-2022-aware#data

9.1.5 Relevance to AI4Media use cases and media industry applications

This research is used in a standalone application prototype which gives feedback to social media
users about the potential effects of online photo sharing. A video demo of the prototype is available
at https://ydsyo.app/. More generally, the approach could be adapted to other types of personal
data, such as political preferences, to give feedback about the political leaning of the news sources
which they consult online.
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10 Other relevant activities

Throughout this deliverable, we presented instances where reported contributions to WP6 repre-
sented the result of cooperation between partners, work packages, or use case integration, as well
as Junior Fellow Exchanges, showing our interest in developing stronger collaborations between
the organizations involved in this project. In addition to these, WP6 partners have collaborated
for the organisation of special issues in journals, scientific workshops, special sessions in confer-
ences, benchmarking activities and other events. This section summarises these contributions, and
provides details regarding their intended purpose and topics.

Two Multimedia Against Disinformation (MAD) workshops were organized by partners
participating in T6.2 at the 202217 and 202318 International Conference on Multimedia Retrieval.
This series of workshops target several key aspects in disinformation detection, such as: mul-
timodality, the analysis of disinformation campaigns, explaining disinformation, temporal and
cultural aspects, multimedia verification systems, and ensembling techniques for disinformation
detection. In the latest edition of this workshop, i.e. MAD’23 held in Thessaloniki, Greece on 12
June 2023, 7 papers were accepted, and 2 keynote speakers were invited. The workshop included
three sessions on AI for audio analysis, Improving AI generalization, and AI for (Dis-)Information
Analysis and attracted a diverse audience of researchers on AI and multimedia. The event was
co-organised by AI4Media and vera.ai.19

Realistic Synthetic Data: Generation, Learning, Evaluation special issue in ACM Trans-
actions on Multimedia Computing, Communications, and Applications20, is a special issue call
seeking innovative algorithms and approaches for generative AI models. The call for contributions
for this special issue is currently over, with a large number of proposed works submitted (over 20
papers). The final tentative publication date is announced as December 2023. The special issue
launched a call for contributions on topics like: synthetic data generation for various modalities,
transfer learning in generative networks, addressing bias, limitations and trustworthiness, and eth-
ical aspects of synthetic data generation. The special issue was endorsed by AI4Media, with guest
editors including researchers from UPB, QMUL, HES-SO and UNIFI.

Predicting Video Memorability. The Predicting Video Memorability task represents a contin-
uing initiative, first starting out as a dataset and task for the MediaEval Benchmarking Initiative21,
and evolving each edition and each year into a more complex task. This task deals with predicting
the short- and long-term memorability of various types of social media videos, while also starting
the development of an electroencephalogram signal-based sub-task. While the task and dataset are
presented in more detail in WP4, T4.6 - Benchmarking of AI Systems, this work is closely related
and connects to some of the experiments shown in T6.6. Finally, the development of this task has
allowed the organization of the “Computational Memorability of Imagery” special session22

at the 2023 International Conference on Content-based Multimedia Indexing.23

17https://mad2022.aimultimedialab.ro/
18https://mad2023.idmt.fraunhofer.de/
19https://www.veraai.eu/
20https://dl.acm.org/pb-assets/static_journal_pages/tomm/pdf/CfP-TOMM-SI-RealisticSyntheticData-2

023-1673383635690.pdf
21https://multimediaeval.github.io/editions/2023
22https://cbmi2023.org/special-sessions/
23https://cbmi2023.org/
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The Cross-cutting Theme Development Workshop on “AI: Mitigating Bias & Disin-
formation”24 was co-organised by AI4Media, Humane-AI-Net, TAILOR, and CLAIRE AISBL,
under the lead of VISION CSA on May 18th, 2022, aiming to study several aspects related to
finding common goals between industry professionals and academia in fighting and identifying
bias and disinformation in the media landscape. Talks were held on topics like responsible AI
approaches, inoculation against misinformation, and the challenges of identifying misinformation
sources, while 12 breakout sessions were held, where experts from academia, media industry and
politics discussed topics like the arms race of nature deepfake detection, explainable AI for misin-
formation detection, measuring radicalization, polarization and echo-chambers, abusive language
detection, and incomplete information among others. Figure 66 presents an overview of the event
program. The key findings of the workshop have been summarised in a public report.25

Figure 66. Program of the Cross-cutting Theme Development Workshop on “AI: Mitigating Bias &
Disinformation”.

AI4Media together with EC-funded projects vera.ai, AI4TRUST, and TITAN - in cooperation
with the European Commission - organised a hybrid event titled “Meet the Future of AI
- Countering sophisticated & advanced disinformation”26 in Brussels, on 29 June 2023.
During the event, various aspects surrounding the development and use of AI and its relationship
to the disinformation sphere were discussed. The event included four panels on: i) threats and

24https://www.vision4ai.eu/ai-mitigating-bias-disinformation/
25https://www.vision4ai.eu/wp-content/uploads/2023/01/Report-on-the-key-findings-from-the-Theme-D

evelopment-Workshop-_AI_-Mitigating-Bias-Disinformation.pdf
26https://agenda.euractiv.com/events/meet-future-ai-countering-sophisticated-advanced-disinformat

ion-250623
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opportunities of generative AI for mis- and disinformation; ii) policy implications and challenges
to fight disinformation; iii) the role of critical thinking in addressing future AI tools to fight
disinformation; iv) technological and strategic approaches to detecting and countering AI-generated
content across four projects. CERTH presented AI4Media’s work on AI against disinformation
(i.e. the outcomes of Task 6.2 and use cases 1 and 2). The event attracted more than 90 in-person
participants and more than one-hundred online attendees.
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11 Summary and Conclusion

This deliverable provides and overview of the work and research conducted in WP6: Human- and
Society-centered AI and presents the work of the partners in this WP, covering months 17 to 36,
and representing a number of at least 32 conference and journal publications, as well as 18 publicly
available repositories containing the associated methods, models and resources.

We show two different perspectives on the Manipulation and synthetic content detection in
multimedia (T6.2), analyzing aspects related to both data creation and manipulation, and the
detection of such data. We present experiments and work done in subjects like temporal and spatial
considerations for content manipulation, gaze correction, and text-driven image manipulation, as
well as manipulated content detection from three different perspectives: video- and image-based,
audio-based, and text-based tweet detection.

We present the main directions in studying Hybrid, privacy-enhanced recommendation systems
(T6.3), with work done in explainable knowledge graph-based news recommendations. We con-
tinue with the work done in AI for healthier political debate (T6.4), analyzing aspects related to
sentiment classification in tweets, argumentative, propagandist and fallacious content, subjective
and objective perspectives in political news, and other politically-related subjects. We show the
advances made in the Perception of hyper-local news (T6.5), with contributions to domains related
to health-related news items, YouTube knowledge communication channels and videos, local news
items, and the evaluation of large language models in news article setups.

We continue with contributions brought to Measuring and predicting user perception of social
media (T6.6), analyzing works related to media memorability, the prediction of affective content,
and user perception of echo-chambers. Next, we analyze the work done in the study of Real-life
effects of private content sharing, describing methods that predict the way social media items can
negatively impact users in certain scenarios. Finally, we look at some Other relevant activities
related to WP6 like the organisation of special issues, special sessions, workshops, etc.

Many of the contributions presented in this deliverable have already been published at various
relevant conferences or in journals, and additionally we present the relevant repositories containing
software, datasets, or other resources, that are publicly available for each technical contribution.
We also analyze the relevance of each technical contribution, both to AI4Media use cases, at to
the media industry as a whole. The next update of this deliverable will be the final one (D6.4 –
Final version of Human- and Society-centered AI algorithms), presenting the final version of AI
techniques developed in the context of WP6.
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